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Preface

The application to Biology of the methodologies developed in Physics is attract-
ing an increasing interest in the scientific community. The physics approach to the
study of biological problems has created the new interdisciplinary field of Physical
Biology. The aim of this field is to reach a better understanding of the biological
mechanisms at the molecular and cellular levels. Statistical Mechanics plays an im-
portant role in the development of this new field.

For this reason, we selected as topic and title for the XX Sitges Conference
on Statistical Physics “Physical Biology: from Molecular Interactions to Cellular
Behavior.” As is by now tradition for the Sitges conferences, a number of lectures
were subsequently selected, expanded and an updated for publication in the series
“Lecture Notes in Physics” to provide both an introduction and an overview to
a number of subjects of broader interest and to favor the interchange and cross-
fertilization of ideas between biologists and physicists. This volume focuses on
three main subtopics: biological water, protein solutions, and transport and repli-
cation, presenting for each of them the ongoing debates on the recent results. The
role of water in biological processes, the mechanisms of protein folding, the phases
and cooperative effects in biological solutions, and the thermodynamic description
of replication, transport and neural activity are all subjects that in this volume are
revised, based on new experiments and new theoretical interpretations.

The conference itself was held in Sitges (Barcelona, Spain) on 5–9 June, 2006,
and was sponsored by several institutions that provided financial support: European
Physical Society, Ministerio de Educación y Ciencia of the Spanish Government,
Departament d’Universitats, Recerca i Societat de la Informació of the Generalitat
de Catalunya, Universitat de Barcelona and the Centre Especial de Recerca (CER)
Fı́sica de Sistemes Complexos. As in former editions of the conference, the city of
Sitges allowed us to use the beautiful Palau Maricel as the lecture hall. We are also
very grateful to M. Naspreda, whose contribution as member of the Local Organiz-
ing Committee was essential, and to M.-C. Miguel, D. Reguera and J. M. Vilar for
their helpful suggestions. Last but not least, we would like to thank all the speakers
and participants of the conference, for the high scientific quality of their contri-
butions and for the pleasant atmosphere that they created, and in particular those
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colleagues who agreed to the effort of providing tutorial accounts of their lectures
that make up this exciting volume.

Barcelona, Giancarlo Franzese
December 2007 Miguel Rubi
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Dynamics of Water at Low Temperatures
and Implications for Biomolecules

P. Kumar, G. Franzese, S.V. Buldyrev and H.E. Stanley

Abstract The biological relevance of water is a puzzle that has attracted much sci-
entific attention. Here we recall what is unusual about water and discuss the possible
implications of the unusual properties of water also known as water anomalies in
biological processes. We find the surprising results that some anomalous properties
of water, including results of a recent experiments on hydrated biomolecules, are all
consistent with the working hypothesis of the presence of a first-order phase transi-
tion between two liquids with different densities at low temperatures and high pres-
sures, which ends in a critical point. To elucidate the relation between dynamic and
thermodynamic anomalies, we investigate the presence of this liquid–liquid critical
point in several models. Using molecular dynamics simulations, we find a corre-
lation between the dynamic transition and the locus of specific heat maxima Cmax

P
(also known as Widom line) emanating from the critical point. We investigate the
relation between the dynamic transitions of biomolecules (lysozyme and DNA) and
the dynamic and thermodynamic properties of hydration water. We find that the dy-
namic transition of the macromolecules, sometimes called “protein glass transition”
in case of proteins, occurs at the same temperature where the dynamics of hydra-
tion water has a crossover and also coincides with the temperature of maximum of
specific heat and the maximum of the temperature derivative of the orientational
order parameter. Since our simulations are consistent with the possibility that the
protein glass transition results from a change in the behavior of hydration water,
specifically from crossing the Widom line, we explore in more details the relation
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4 P. Kumar et al.

between the dynamic crossover and the Widom line in a tractable model for wa-
ter. We find that the dynamic crossover can be fully explained as a consequence
of the thermodynamic and structural changes occurring at the Widom line of wa-
ter. We, therefore, argue that the so-called “glass transition” of hydrated proteins is
just a consequence of the thermodynamic and structural changes of the surrounding
water.

1 Introduction

Water is one of the most ubiquitous liquids and perhaps the only one which exists
in all the three stable phases (liquid, solid, and gas) at ambient conditions in nature.
Although the chemical composition of water is very simple, the physical properties
of water make it unique among the other substances. Water has an unusually high
boiling and melting point as well as a very high liquid–gas critical temperature com-
pared to the liquids belonging to the same isoelectronic structure as water. Water is
also rich in the number of crystal structure it forms at different temperatures and
pressures. Indeed, more than thirteen different crystals of water (ices) have been
discovered.

Many living beings can survive without water only a few days. This is be-
cause water participates in the majority of the biological processes [1], such as the
metabolism of nutrients catalysed by enzymes. In order to be effective, the enzymes
need to be suspended in a solvent to adopt their active three-dimensional structure.
Another important role of water is that it allows the processes of elimination of cel-
lular metabolic residues. It is water through which our cells can communicate and
that oxygen and nutrients can be brought to our tissues. Nevertheless, there is no
clear reason why water should have an essential role in biological processes.

What makes water more interesting compared to many other liquids are the prop-
erties of water, also called anomalies of water. Due to its very puzzling nature, water
has been the subject of intense studies for decades. One, regarding the well-known
anomaly of the density maximum at 4◦ C, dates back to the seventeenth century. It
is for this anomaly that ice floats on water and fishes can survive in warm waters
below a layer of ice at temperatures well below 0◦ C.

In the following we will discuss the properties of water by, first, describing some
of its anomalies, then by presenting a working hypothesis and, next, by testing it.
In our discussion we will use different theoretical tools, including computer simu-
lations. The recent dramatic increase of computational power makes it feasible to
study the behavior of water at long time scales using computer models, and their
quantitative and qualitative agreement with the experiments has been demonstrated
by many studies over the last few years.

1.1 Water Anomalies at Low Temperatures

Pure water can been cooled well below the melting point without freezing. Such a
water is called supercooled liquid water. The supercooled liquid is metastable and
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Fig. 1 Schematic representation of different response functions CP, κT , and αP of liquid water as
a function of temperature T . The behavior of a normal liquid is shown as dashed curves

the free energy minimum state is the crystal state, i.e. it cannot last forever as a
stable liquid phase, but, sooner or later, it will transform into ice.

In the supercooled region most of the anomalous properties of water get more
enhanced. In Fig. 1, we show a schematic representation of three different response
functions of water, namely the specific heat CP, the isothermal compressibility κT ,
and the coefficient of thermal expansion αP, as a function of temperature T at atmo-
spheric pressure. CP is a measure of enthalpy fluctuation 〈(ΔH)2〉, hence one would
expect that it should decrease as the temperature is decreased; however, for the case
of water it increases sharply as the temperature is decreased. Similarly, since κT is
the measure of volume fluctuations 〈(ΔV )2〉, it should decrease upon decreasing the
temperature. In the case of water, instead, it increases like CP and seems to diverge
at low temperatures in experiments [2]. Figure 1(c) shows the behavior of αP and
since αP is the measure of cross fluctuations of volume and entropy 〈ΔV ΔS〉, it is
positive for normal liquids. However, in the case of water it becomes zero at the tem-
perature of maximum density TMD and negative for T < TMD at constant pressures,
suggesting that below TMD as the volume is increased the entropy decreases. Like
other response functions, αP also seems to diverge at low temperatures in experi-
ments. Dashed curves in Fig. 1 are the schematic representations of the behavior of
normal liquids for a comparison. Since the experiments on bulk liquid water cannot
be performed below the homogeneous nucleation temperature TH ≈ −38◦, where
the crystal formation is inevitable, it is not possible to test the seeming divergence
of response functions at low temperatures. Later we will show, using computer sim-
ulations, that indeed the response functions do not diverge but have a maxima at low
temperatures.

1.2 Interpretation of the Anomalies

Over the last few decades many experiments and computer simulations of water
have been performed and many hypotheses have been put forth to explain these
anomalies. Some of the hypotheses were tested and proved wrong, and some of
them are still under the scrutiny of careful experiments. There exist two scenarios,
namely the singularity-free and liquid–liquid critical point scenario, consistent with
the experiments.
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In the singularity-free interpretation [3, 4] the large increase of response func-
tions seen in the experiments represents only an apparent singularity, due to local
density fluctuations, with no real divergence. All the anomalies are interpreted as a
consequence of the negative volume-entropy cross fluctuations [4].

Another hypothesis is the presence of a phase transition, in the region of deep su-
percooled water, from high density liquid (HDL) water at high temperature to low
density liquid (LDL) water at low temperature. The hypothesized first-order transi-
tion line terminates at a critical point known as liquid–liquid critical point of water.
This liquid–liquid critical point in water is estimated to be located at around pressure
P ≈ 100 MPa and temperature T ≈ 220 K [5, 6]. However, this hypothesized crit-
ical point lies below the homogeneous nucleation temperature of water and hence
no experiments on bulk water can be performed to locate it as water spontaneously
freezes.

Although this region cannot be accessed in bulk water, recent experiments on
water confined in nanoscale geometries have made it possible to study liquid wa-
ter in this region, since confinement suppresses the crystallization. Experiments on
water confined in the pores of diameter of few nanometers, shed light on the prop-
erties of water below the homogeneous nucleation temperature [7, 8]. Specifically,
it was found that on decreasing the temperature below T ≈ 225 K, water shows a
dramatic change in the behavior of the dynamics, namely a crossover in the dynamic
quantities such as the diffusion coefficient or the correlation times at low T below
T ≈ 225 K.

Although the origin of the crossover has different interpretations [9, 10], the ex-
perimental evidences point to indicate that the change in the dynamics is triggered
by a local rearrangement of the hydrogen bond network [11].

Using molecular dynamics, in Sect. 2 we provide evidences that this behavior
in the change of dynamics of bulk water at low T is consistent with the LL-critical
point hypothesis. Next, in Sect. 3 we relate this dynamic crossover for water with
the “glass transition” in hydrated proteins suggesting that the changes in the protein
dynamics are a consequence of the changes in the behavior of the hydration water.
Finally, by using a tractable water model, we show in Sect. 5 that the dynamic
crossover can be explained by structural and thermodynamic changes of water.

1.3 Widom Line

By definition, in a first-order phase transitions, thermodynamic state functions such
as density ρ and enthalpy H discontinuously change as we cool the system along
a path crossing the equilibrium coexistence line [Fig. 2(a), path β ]. In a real ex-
periment, this discontinuous change may not occur at the coexistence line since a
substance can remain in a supercooled metastable phase until a limit of stability (a
spinodal) is reached [12] [Fig. 2(b), path β ]. If the system is cooled isobarically
along a path above the liquid–gas critical pressure Pc [Fig. 2(b), path α], the state
functions continuously change from the values characteristic of a high temperature
phase (gas) to those characteristic of a low temperature phase (liquid).
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Fig. 2 (a) Schematic phase diagram for the critical region associated with a liquid–gas critical
point. Shown are the two features displaying mathematical singularities, the critical point (closed
circles) and the liquid–gas coexistence (bold dashed curve). (b) Same as (a) with the addition of the
gas–liquid spinodal and the Widom line. Along the Widom line, thermodynamic response functions
have extrema in their T dependence. The path α denotes a path along which the Widom line is
crossed. Path β denotes a path meeting the coexistence line. (c) A hypothetical phase diagram
for water of possible relevance to the recent neutron scattering experiments by Chen et al. [7, 13]
on confined water. The liquid–liquid coexistence, which has a negative sloped coexistence line,
generates a Widom line which extends below the critical point, suggesting that water may exhibit a
dynamic crossover (non-Arrhenius-to-Arrhenius) transition for P < Pc (path α), while no dynamic
changes will occur above the critical point (path β ). (d) A sketch of the P− T phase diagram
for the two-scale Jagla model (see text). For the Jagla potential, as well as for the double-step
potential [14] and the shouldered potential [15, 16], the liquid–liquid phase transition line has
a positive slope. Upon cooling at constant pressure above the critical point (path α), the liquid
changes from a low density state (characterized by a non-glassy Arrhenius dynamics) to a high
density state (characterized by glassy Arrhenius dynamics with much larger activation energy) as
the path crosses the Widom line. Upon cooling at constant pressure below the critical point (path
β ), the liquid remains in the LDL phase as long as path β does not cross the LDL spinodal line.
Thus, one does not expect any change in the dynamic behavior along the path β, except upon
approaching to glass transition at lower T , where one can expect the non-Arrhenius behavior.
From [8]

The thermodynamic response functions which are the derivatives of the state
functions with respect to temperature [e.g., isobaric heat capacity CP ≡ (∂H/∂T )P]
have maxima at temperatures denoted by Tmax(P). Remarkably, these maxima are
still prominent far above the critical pressure [17, 18, 19, 20, 21], and the values
of the response functions at Tmax(P) (e.g., Cmax

P ) diverge as the critical point is
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approached. The lines of the maxima for different response functions asymptoti-
cally get closer to one another as the critical point is approached, since all response
functions become expressible in terms of the correlation length. This asymptotic
line is sometimes called the Widom line and is often regarded as an extension of the
coexistence line into the one-phase regime.

As we mentioned in the previous section, water’s anomalies have been hypoth-
esized to be related to the existence of a line of a first-order liquid–liquid phase
transition terminating at a liquid–liquid critical point [5, 6, 12, 22], located be-
low the homogeneous nucleation line in the deep supercooled region of the phase
diagram—sometimes called the “no-man’s land” because it is difficult to make di-
rect measurements on the bulk liquid phase [6]. In supercooled water, the liquid–
liquid coexistence line and the Widom line have negative slopes. Thus, if the system
is cooled at constant pressure P0, computer simulations suggest that for P0 < Pc

[Fig. 2(c), path α] experimentally-measured quantities will change dramatically but
continuously in the vicinity of the Widom line (with huge fluctuations as measured
by, e.g., CP) from those resembling the high density liquid (HDL) to those resem-
bling the low density liquid (LDL). For P0 > Pc [Fig. 2(c), path β ], experimentally
measured quantities will change discontinuously if the coexistence line is actually
seen. However, the coexistence line can be difficult to detect in a pure system due to
metastability, and changes will occur only when the spinodal is approached where
the HDL phase is no longer stable. The changes in behavior may include not only
static quantities like response functions [17, 18, 19, 20, 21] but also dynamic quan-
tities like diffusivity.

In the case of water, a significant change in dynamical properties has been sug-
gested to take place in deeply supercooled states [2, 22, 23, 24, 25, 26]. Unlike
other network forming materials [27], water behaves as a non-Arrhenius liquid in
the experimentally accessible window [22, 28, 29]. A dynamics is Arrhenius if the
relaxation time is well described by

τ = τ0 exp

[
EA

kBT

]
, (1)

where τ0 is the relaxation time in the large-T limit, kB is the Boltzmann constant,
and EA is the T -independent activation energy. If EA depends on T , the dynamics
is non-Arrhenius.

Based on analogies with other network forming liquids and with the thermody-
namic properties of the amorphous forms of water, it has been suggested that, at am-
bient pressure, liquid water should show a dynamic crossover from non-Arrhenius
behavior at high T to Arrhenius behavior at low T [24, 30, 31, 32, 33, 34]. Using
Adam–Gibbs theory [35], the dynamic crossover in water was related to the Cmax

P
line [23, 36]. Also, a dynamic crossover has been associated with the liquid–liquid
phase transition in simulations of silicon and silica [37, 38]. Recently a dynamic
crossover in confined water was studied experimentally [7, 13, 39, 40] since nu-
cleation can be avoided in confined geometries. Here, we report the recent inves-
tigation of experiments on water [7, 13, 40] as arising from the presence of the
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hypothesized liquid–liquid critical point, which gives rise to a Widom line and an
associated dynamics crossover [Fig. 2(c) and 2(d), path α ].

2 Bulk Water

Using molecular dynamics simulations [41], Xu et al. [8] studied three models, each
of which has a liquid–liquid critical point. Two of the models (the TIP5P [42] and the
ST2 [43]) treat water as a multiple site rigid body, interacting via electrostatic site–
site interactions complemented by a Lennard-Jones potential. The third model is the
spherical “two-scale” Jagla potential with attractive and repulsive ramps which has
been studied in the context of liquid–liquid phase transitions and liquid anomalies
[21, 31, 32, 33, 44, 45]. For all three models, Xu et al. evaluated the loci of maxima
of the relevant response functions, compressibility and specific heat, which coincide
close to the critical point and give rise to the Widom line. They found evidence that,
for all three potentials, the dynamic crossover occurs just when the Widom line is
crossed (Fig. 2).

These findings are consistent with the possibility that the observed dynamic
crossover along path α is related to the behavior of CP, suggesting that enthalpy or
entropy fluctuations may have a strong influence on the dynamic properties [21, 23,
38]. Indeed, as the thermodynamic properties change from the high-temperature side
of the Widom line to the low-temperature side, (∂S/∂T )P = CP/T > 0 implies that
the entropy must decrease. The entropy decrease is most pronounced at the Widom
line when CP = Cmax

P . Since the configurational part of the entropy, Sconf, makes the
major contribution to S, we expect that Sconf also decreases sharply on crossing the
Widom line.

According to Adam–Gibbs theory [35], the diffusivity D changes as

D ∼ exp

[
− A

T Sconf

]
. (2)

Hence, we expect that D sharply decreases upon cooling at the Widom line. If Sconf

does not change appreciably with T , then the Adam–Gibbs equation predicts an Ar-
rhenius behavior of D. For both water and the Jagla model, crossing the Widom line
is associated with the change in the behavior of the diffusivity. (i) In the case of wa-
ter, D changes from non-Arrhenius to Arrhenius behavior, while the structural and
thermodynamic properties change from those resembling HDL to those resembling
LDL, due to the negative slope of the Widom line. (ii) For the Jagla potential, D
changes from Arrhenius to non-Arrhenius while the structural and thermodynamic
properties change from those resembling LDL to those resembling HDL, due to the
positive slope of the Widom line (Fig. 3).

Thus, these results for bulk water are consistent with the experimental observa-
tion in confined water of (i) a dynamic crossover for P < Pc [7, 13], and (ii) a peak in
CP upon cooling water at atmospheric pressure [46], so this work offers a plausible
interpretation of the results of [7] as supporting the existence of a hypothesized
liquid–liquid critical point.
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Fig. 3 (a) Relevant part of the phase diagram for the TIP5P water potential, showing the liquid–
liquid critical point C at Pc = 320 MPa and Tc = 217 K, the line of maximum of isobaric specific
heat Cmax

P and the line of maximum of isothermal compressibility Kmax
T . (b) D as a function of T

for P = 0 MPa for ST2 (path α). At high temperatures, D behaves like that of a non-Arrhenius
liquid and can be fit by D ∼ (T − TMCT)γ (also shown in the inset) where TMCT = 220 K and
γ = 1.942, while at low temperatures the dynamic behavior changes to that of a liquid where D
is Arrhenius. (c) The same for the ST2 water potential. The liquid–liquid critical point C is lo-
cated at Pc = 246 MPa and Tc = 146 K. (d) D as a function of T for P = 100 MPa for TIP5P
(path α). At high temperatures, D behaves like that of a non-Arrhenius liquid and can be fit by
D ∼ (T −TMCT)γ (also shown in the inset) where TMCT = 239 K and γ = 1.57, while at low tem-
peratures the dynamic behavior changes to that of a liquid where D is Arrhenius. (e) Phase diagram
for the Jagla potential in the vicinity of the liquid–liquid phase transition. Shown are the liquid–
liquid critical point C located at Pc = 0.24U0/a3 and Tc = 0.37U0/kB (where U0 is the attraction
energy and a is molecular diameter of the Jagla model), the line of isobaric specific heat maximum
Cmax

P , the line of isothermal compressibility Kmax
T , and spinodal lines. (f) D as a function of T for

P = 0.250U0/a3 (path α). Along path α , one can see a sharp crossover from the high temperature
Arrhenius behavior D ≈ exp(−1.53/T ) with lower activation energy to a low temperature Arrhe-
nius behavior D ≈ exp(−6.3/T ) with high activation energy, which is a characteristic of the HDL.
Adapted from [8]
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3 Hydrated Biomolecules

Next we report about the hypothesis [47] that the so called “glass transition” ob-
served in hydrated biomolecules [48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60,
61, 62] is related to the dynamic crossover described in the previous section. We
use quotations for the expression “glass transition” because both terms “glass” and
“transition” are used in the literature with an extended meaning. In reality, they
refers to a dynamic change observed in hydrated biomolecules. We report here
the study by Kumar et al. [47] on the dynamic and thermodynamic behavior of
lysozyme and DNA in hydration TIP5P water, performed by means of the molec-
ular dynamics software package GROMACS [63] for (i) an orthorhombic form of
hen egg-white lysozyme [64] and (ii) a Dickerson dodecamer DNA [65] at constant
pressure P = 1 atm, several constant temperatures T , and constant number of water
molecules N (NPT ensemble).

The simulation results for the mean square fluctuations 〈x2〉 of both protein and
DNA are shown in Fig. 4. The mean square fluctuations 〈x2〉 of the biomolecules
is calculated from the equilibrated configurations, first for each atom over 1 ns,
and then averaged over the total number of atoms in the biomolecule. Kumar et al.
found that 〈x2〉 changes its functional form below Tp ≈ 245 K, for both lysozyme
[Fig. 4(a)] and DNA [Fig. 4(b)].

Kumar et al. next calculated CP by numerical differentiation of the total enthalpy
of the system (protein and water) by fitting the simulation data for enthalpy with a
fifth order polynomial, and then taking the derivative with respect to T . Figures 5(a)
and (b) display maxima of CP(T ) at TW ≈ 250±10 K for both biomolecules.

Further, to describe the quantitative changes in structure of hydration water,
Kumar et al. calculated the local tetrahedral order parameter Q [66] for hydration

220 240 260 280

T (K)

0

0.2

0.4

0.6

0.8

1

<
x2 >

 (
Å

2 )

<
x2 >

 (
Å

2 )

242K

(a) Protein

220 240 260 280 300

0

0.2

0.4

0.6

0.8

1

T (K)

(b) DNA

247K

Fig. 4 Mean square fluctuation of (a) lysozyme, and (b) DNA showing that there is a transition
around Tp ≈ 242±10 K for lysozyme and around Tp ≈ 247±10 K for DNA. For very low T one
would expect a linear increase of 〈x2〉 with T , as a consequence of harmonic approximation for the
motion of residues. At high T, the motion becomes non-harmonic and is fitted by a polynomial.
The dynamic crossover temperature Tp is determined from the crossing of the linear fit for low T
and the polynomial fit for high T. The error bars is determined by changing the number of data
points in the two fitting ranges. From [47]
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Fig. 5 The specific heat of the combined system (a) lysozyme and water, and (b) DNA and water,
display maxima at 250±10 K and 250±12 K respectively, which are coincident within the error
bars with the temperature Tp where the crossover in the behavior of 〈x2〉 is observed in Fig. 4.
Derivative with respect to temperature of the local tetrahedral order parameter Q for (c) lysozyme
and (d) DNA hydration water. A maximum in |dQ/dT | at Widom line temperature suggests that
the rate of change of local tetrahedrality of hydration water has a maximum at the Widom line.
Diffusion constant of hydration water surrounding (e) lysozyme and (f) DNA shows a dynamic
transition from a power law behavior to an Arrhenius behavior at T× ≈ 245± 10 K for lysozyme
and T× ≈ 250± 10 K for DNA, around the same temperatures where the behavior of 〈x2〉 has a
crossover, and CP and |dQ/dT | have maxima. From [47]
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water surrounding lysozyme and DNA. Figures 5(c) and (d) show that the rate of
increase of Q has a maximum at 245±10 K for lysozyme and DNA hydration water
respectively; the same temperatures of the crossover in the behavior of mean square
fluctuations.

Upon cooling, the diffusivity of hydration water exhibits a dynamic crossover
from non-Arrhenius to Arrhenius behavior at the crossover temperature T× ≈
245± 10 K for lysozyme [Fig. 5(e)] and T× ≈ 250± 10 K for DNA [Fig. 5(f)].
The coincidence of T× with Tp within the error bars indicates that the behavior of
the protein and the DNA is strongly coupled with the behavior of the surround-
ing solvent, in agreement with recent experiments on hydrated protein and DNA
[48] which found the crossover in side-chain fluctuations at Tp ≈ 225 K [48]. Note
that T× is much higher than the glass transition temperature, estimated for TIP5P as
Tg = 215 K [67]. Thus, this crossover is not likely to be related to the glass transition
in water.

The fact that Tp ≈ T× ≈ TW is evidence of the correlation between the changes in
protein fluctuations [Fig. 4(a)] and the hydration water thermodynamics [Fig. 5(a)].
Thus, these results are consistent with the possibility that the protein “glass transi-
tion” is related to the Widom line. In the next section, we will explore with more
details the relation between the thermodynamics, structural properties, and dynam-
ics in the vicinity of the Widom line. Here we observe that crossing the Widom
line corresponds to a continuous but rapid transition of the properties of water from
those resembling the properties of a local HDL structure for T > TW(P) to those
resembling the properties of a local LDL structure for T < TW(P) [7, 8, 47]. A con-
sequence is the expectation that the fluctuations of the protein residues in predom-
inantly LDL-like water (more ordered and more rigid) just below the Widom line
should be smaller than the fluctuations in predominantly HDL-like water (less or-
dered and less rigid) just above the Widom line.

The quantitative agreement of the results for both DNA and lysozyme (Figs. 4
and 5) suggests that it is indeed the changes in the properties of hydration water that
are responsible for the changes in dynamics of the protein and DNA biomolecules.
All the results suggest that these changes occur at the Widom line.

4 Other Evidences of Changes at the Widom Line

In the previous section, we concentrated on reviewing the evidence for changes in
dynamic transport properties, such as diffusion constant and relaxation time upon
crossing the Widom line. In addition, a series of other phenomena has been observed
in computer simulations and experiments around the Widom line:

• A sharp breakdown of Stokes–Einstein relation and a data collapse if T is re-
placed by T −TW [68, 69, 70].

• The appearance of a “boson peak” on cooling below the Widom line [68].
• The occurrence of a new transport mechanism below the Widom line, showing

“dynamic heterogeneities” [68, 69, 70].
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• A dynamic crossover in the relaxation time for Q fluctuations below the Widom
line [71].

• Structural changes in g(r) and its Fourier transform S(q) [72].
• A sharp drop in T derivative of zero-frequency structure factor.

It is possible that all these phenomena that appear on crossing the Widom line
are in fact not coincidences, but are related to the changes in local structure oc-
curring when the system goes from the HDL-like side to the LDL-like side of the
Widom line. To understand better this possibility, we report an investigation [73]
of a tractable model, in which the simulations can be complemented with analytic
calculations. In [73], indeed, it has been found an explicit relation between the ther-
modynamics and the dynamics that allows to calculate the crossover directly from
thermodynamics quantities. Since the crossover appears to be related only to the
properties of water, the authors focus on the behavior of bulk water to reduce the
complexity of the analysis.

5 Relation Between Thermodynamics and Dynamics

In [73], Kumar et al. proposed and verified a relation between dynamics and ther-
modynamics that shows how the crossovers described in previous sections are a
direct consequence of the structural change at the temperature of the specific heat
maximum T (Cmax

P ). They adopted a tractable model for water [74, 75, 76, 77]
and expressed the relevant free energy barrier for the local rearrangement of the
molecules in terms of the probability pB of forming bonds. By mean field calcula-
tions and Monte Carlo simulations they found that the variation of pB is the largest
at T (Cmax

P ). If the phase diagram displays a liquid–liquid critical point, T (Cmax
P ) co-

incides with TW (P), the Widom line. On approaching the maximum pressure Pmax
W

along TW (P), the crossover changes from sharp, as in water at ambient P [7], to
smooth, a result that is explained in terms of the P-dependence of the free energy
barrier.

We consider a cell model that reproduces the fluid phase diagram of water and
other tetrahedral network forming liquids [74, 75, 76, 77]. For the sake of clarity,
we focus on water to explain the motivation of the model. The model is based on
the experimental observations that on decreasing P at constant T , or on decreasing
T at constant P, (i) water displays an increasing local tetrahedrality [78, 79], (ii)
the volume per molecule increases at sufficiently low P or T , and (iii) the O-O-O
angular correlation increases [80], consistent with simulations [81, 82].

The system is divided into cells i ∈ [1, . . . ,N] on a regular square lattice, each
containing a molecule with volume v ≡V/N, where V ≥ Nv0 is the total volume of
the system, and v0 is the hard-core volume of one molecule. The cell volume v is a
continuous variable that gives the mean distance r ≡ v1/d between molecules in d
dimensions. The van der Waals attraction between the molecules is represented by
a truncated Lennard-Jones potential with characteristic energy ε > 0
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U(r) ≡

⎧⎨
⎩

∞ for r ≤ R0

ε

[(
R0
r

)12
−
(

R0
r

)6
]

for r > R0 ,
(3)

where R0 ≡ v1/d
0 is the hard-core distance [74, 75, 76, 77].

Each molecule i has four bond indices σi j ∈ [1, . . . ,q], corresponding to the
nearest-neighbor cells j. When two nearest-neighbor molecules have the facing σi j

and σ ji in the same relative orientation, they decrease the energy by a constant J,
with 0 < J < ε, and form a (non-bifurcated) hydrogen bond. The choice J < ε guar-
antees that bonds are formed only in the liquid phase. The bond interaction is ac-
counted for by a term in the Hamiltonian

HB ≡−J ∑
〈i, j〉

δσi jσ ji , (4)

where the sum is over nearest-neighbor cells, and δa,b = 1 if a = b and δa,b = 0
otherwise. For water at high P and T a more dense, collapsed and distorted, local
structure with bifurcated hydrogen bonds is consistent with the experiments. Bifur-
cated hydrogen bonds decrease the strength of the network and favor the hydrogen
bond breaking and re-formation. The model simplifies the situation by assuming
that (a) only non-bifurcated, i.e. normal, hydrogen bond decrease the energy of the
system and (b) the local density changes as function of the number of normal hydro-
gen bonds, consistent with the observation [80] that at low P and T there is a better
separation between the first neighbors and the second neighbors, favoring normal
hydrogen bonds and the tetrahedral order.

The density decrease for T < TMD(P), the temperature of maximum density, is
represented by an average increase of the molar volume due to a more structured
network. If the total volume increases by an amount vB > 0 for each bond formed
[4, 74, 75, 76, 77], then the molar volume is

v = v′ +2pBvB, (5)

where v′ is the molar volume without taking into account the bond and pB is the
probability of forming a bond. The increase of the angular molecular correlation is
modeled by introducing an intramolecular (IM) interaction of energy 0 < Jσ < J,

HIM ≡−Jσ ∑
i

∑
(k,�)i

δσikσi� , (6)

where ∑(k,�)i
denotes the sum over the bond indices of the molecule i.

The total energy of the system is the sum of (3), (4), and (6). They perform mean
field calculations and Monte Carlo simulations in the NPT ensemble [74, 75, 76, 77]
for a system with J/ε = 0.5, Jσ /ε = 0.05, vB/v0 = 0.5, q = 6. The study of two
square lattices with 900 and 3600 cells shows no appreciable size effects. Below the
TMD line, in the supercooled region, the model displays a first-order phase transition
between a LDL at low P and T and a HDL at high P and T along a line terminating
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Fig. 6 (a) Phase diagram below TMD line shows that |dpB/dT |max (♦) coincides with the Widom
line TW (P) (solid line) within error bars: C′ is the HDL–LDL critical point, end of first-order phase
transition line (thick line) [74, 75, 76, 77]; symbols are maxima for N = 3600 of |αP|max (©), Cmax

P
(�), and |dpB/dT |max (♦); upper and lower dashed line are quadratic fits of |αP|max and Cmax

P ,
respectively, consistent with C′; |αP|max and Cmax

P are consistent within error bars. Maxima are
estimated from panels (b), (c) and (d), where each quantity is shown as functions of T for different
P < PC′ . In (d) |dpB/dT |max is the numerical derivative of pB from simulations. From [73]

in the liquid–liquid critical point C′ [74, 75, 76, 77] [Fig. 6(a)]. For Jσ → 0, C′

moves toward T = 0 [83], suggesting that the singularity free scenario is a limiting
case of the liquid–liquid critical point scenario [83]. For Jσ > 0, Pmax

W coincides with
PC′ , while for Jσ = 0 it is a point on the T = 0 axis [83].

Kumar et al. found that different response functions such as CP, αP [Figs. 6(b)
and (c)] show maxima and these maxima increase and seem to diverge as the critical
pressure is approached, consistent with the picture of Widom line that we discussed
for other water models in the sections above. Moreover, the temperature deriva-
tive of the probability of forming hydrogen bonds d pB/dT displays a maximum in
the same region where the other thermodynamic response functions have maxima,
suggesting that the fluctuations in the pB is maximum at the Widom line temperature
TW (P) [Fig. 6(d)].

To further test if this model system also displays a dynamic crossover as found in
the other models of water, the total spin relaxation time of the system as a function
of T for different pressures is studied. The results show that the liquid is more non-
Arrhenius for increasing P [Fig. 7(a)]. For P = 0 [Fig. 7(b)] by decreasing T there
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Fig. 7 (a) Angell plot of logarithm of relaxation time τ as a function of Tg/T shows a large differ-
ence between Pv0/ε = 0 and 0.6; Tg is defined in such a way that τ(Tg) = 106 MC steps ∼ 107 ps
[26]; for Pv0/ε = 0.6 (♦) the τ can be described as a VFT function (7) (curved line), while for
P = 0 (©) as an Arrhenius function (straight line). Note that the data for Pv0/ε = 0.6 extends only
down to temperatures where the system has non-Arrhenius dynamics. This suggests that the sys-
tem becomes increasingly non-Arrhenius as the pressure is increased. (b) A detailed observation
at P = 0 shows three regimes: Arrhenius at low Tg/T with low activation energy (slope of dash-dot
line), non-Arrhenius (VFT, dash line) at intermediate T , and again Arrhenius at high Tg/T with
higher activation energy (slope of solid line) as in experiments on water. (c) At 0 ≤ Pv0/ε ≤ 0.4 the
Arrhenius crossover occurs at T consistent with TW (P) (large ©#); the error on TW (P) is approxi-
mately equal to symbol size; thick and thin lines represent VFT and Arrhenius fits. (d) Dynamic
crossover for the singularity free (SF) scenario, with crossover temperature at T (Cmax

P ). Solid and
dashed lines represent Arrhenius and non-Arrhenius fits, respectively. Notice that the dynamic
crossover occurs at approximately the same value of τ for all seven values of pressure studied, as
in panel (c)

is a crossover from Arrhenius to the Vogel–Fulcher–Tamman (VFT) function

τVFT = τVFT
0 exp

[
T1

T −T0

]
, (7)

where τVFT
0 , T1, and T0 are all fitting parameters. At lower temperatures there is

another crossover from VFT back to Arrhenius. The Arrhenius activation energy at
low T is higher than that at high T , consistent with experiments at ambient P for
both bulk water [30, 84] and confined water [7, 39].
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As the pressure is increased toward the critical pressure PC of the system, this
dynamic crossover in τ at low T gets smoother [Fig. 7(c)], suggesting that the dy-
namics of water will be more non-Arrhenius as the critical point is approached.

For all P the crossover occurs at TW (P) within the error bars [Fig. 7(c)], con-
firming the idea proposed on the base of simulations of detailed models for water
reported in the previous sections [8, 47]. We observe that the low-T behavior is
characterized by an activation energy—the slope in Fig. 7(c)—that decreases for in-
creasing P, as in experiments for confined water [7], and that the time needed to
reach the maximum correlation length is almost independent of the position along
TW (P), being logτ(TW ) � 1.5MC steps � 15 ps [26] for any P. For completeness
we study the system also in the case of singularity free scenario, corresponding to
Jσ = 0. For Jσ = 0 the crossover is at T (Cmax

P ), the temperature of Cmax
P [Fig. 7(d)].

Kumar et al. next calculated the Arrhenius activation energy EA(P) from the low-
T slope of logτ vs. 1/T [Fig. 8(a)]. They extrapolated the temperature TA(P) at
which τ reached a fixed macroscopic time τA ≥ τC. We choose τA = 1014 MC steps
> 100 [26] [Fig. 8(b)]. We find that EA(P) and TA(P) decrease upon increasing P in
both scenarios, providing no distinction between the two interpretations. Instead, we
found a dramatic difference in the P dependence of the quantity EA/(kBTA) in the
two scenarios, increasing for the liquid–liquid critical point scenario and approxi-
mately constant for the singularity free scenario [Fig. 8(c)].

To better understand their findings, Kumar et al. [73] developed an expression
for τ in terms of thermodynamic quantities, which allows to explicitly calculate
EA/(kBTA) for both scenarios. For any activated process, in which the relaxation
from an initial state to a final state passes through an excited transition state,
ln(τ/τ0) = Δ(U + PV − T S)/(kBT ), where Δ(U + PV − T S) is the difference in
free energy between the transition state and the initial state. Consistent with results
from simulations and experiments [85, 86], Kumar et al. proposed that at low T the
mechanism to relax from a less structured state (lower tetrahedral order) to a more
structured state (higher tetrahedral order) corresponds to the breaking of a bond and
the simultaneous molecular reorientation for the formation of a new bond. The tran-
sition state is represented by the molecule with a broken bond and more tetrahedral
IM order. Hence,

Δ(U +PV −T S) = JpB − Jσ pIM −PvB −T ΔS, (8)

where pB and pIM, the probability of a satisfied IM interaction, can be directly
calculated. To estimate ΔS, the increase of entropy due to the breaking of a bond,
they use the mean field expression ΔS = kB[ln(2N pB)− ln(1 + 2N(1 − pB))]p̄B,
where p̄B is the average value of pB above and below TW (P).

They next tested that the expression of ln(τ/τ0), in terms of ΔS and (8),

ln
τ
τ0

=
JpB − Jσ pIM −PvB

kBT
− p̄B ln

2N pB

1+2N(1− pB)
(9)

describes the simulations well, with minor corrections at high T . Here τ0 ≡ τ0(P) is
a free fitting parameter equal to the relaxation time for T → ∞. From (9) they found
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Fig. 8 Effect of pressure on the activation energy EA. (a) Demonstration that EA decreases lin-
early for increasing P for both the liquid–liquid critical point (LLCP) and the singularity free (SF)
scenarios. The lines are linear fits to the simulation results (symbols). (b) TA, defined such that
τ(TA) = 1014 MC steps > 100 [26] decreases linearly with P for both scenarios. (c) P dependence
of the quantity EA/(kBTA) is different in the two scenarios. In the LLCP scenario, EA/(kBTA) in-
creases with increasing P, and it is approximately constant in the SF scenario. The lines are guides
to the eyes. (d) Demonstration that the same behavior is found using the mean field approximation.
In all the panels, where not shown, the error bars are smaller than the symbol sizes

that the ratio EA/(kBTA) calculated at low T increases with P for Jσ /ε = 0.05, while
it is constant for Jσ = 0, as from their simulations [Fig. 8(d)].

6 Conclusions

Recent experiments at very low temperatures, below the crystal homogeneous nu-
cleation temperature of bulk water, have revealed the relation between the dynamics
of water and that of proteins or DNA [47, 48]. The experiments on hydration water
as well as on confined water [7, 39, 40, 87], and the corresponding simulations
[8, 47], find a change in the water relaxation dynamics that suggests a crossover
from a non-Arrhenius dynamics at higher T to Arrhenius dynamics at very low T
[8], as predicted for bulk water [30].

The simulations show that the dynamics becomes Arrhenius when the liquid is
cooled isobarically below the temperature of maximum specific heat T (Cmax

P ) and
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that water is more tetrahedral for T < T (Cmax
P ) [47]. In one possible interpretation

of the anomalous properties of water, T (Cmax
P ) coincides with the Widom line em-

anating from a hypothesized liquid–liquid critical point C′ [6], the terminus of a
liquid–liquid phase transition line that separates a low-density liquid and a high-
density liquid.

Based on the study of the probability pB of forming a Hydrogen bond, we have
seen that it is possible to show [73] how the crossover at T (Cmax

P ) is a consequence
of a local relaxation process associated with breaking a bond and reorienting the
molecule. The investigation reported here allow to find the relation between dy-
namics and thermodynamics in terms of the relevant activation barrier [73]. The
crossover at T (Cmax

P ) is regulated by (9), as a consequence of a local breaking of
a bond and simultaneous molecular reorientation to increase the structural order.
This is consistent with what is observed in SPC/E water [85] and with recent exper-
imental conclusions [9]. Kumar et al. [73] has found the expression for the relevant
free energy barrier [Eq. (8)] and how it depends on pressure. The barrier rapidly
increases with 1/T above T (Cmax

P ), while has only a weak dependence on T below
T (Cmax

P ), giving rise to the crossover.
In conclusion, the investigations reported here show that the dynamics of water at

low temperature is a consequence of the structural changes of the network formed by
the hydrogen bonds. Our results suggest that the change in the dynamic behavior of
water around the line of maxima of specific heat could be the cause of the so-called
“glass transition” in hydrated proteins or DNA. Hence the dynamics of biomolecules
turns out to be dominated by the changes in the hydration water.
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Anomalous Behaviour of Supercooled Water
and Its Implication for Protein Dynamics

J. Swenson, H. Jansson and R. Bergman

Abstract Water is the foundation of life, and without it life as we know it would not
exist. An organism consists to a large extent of water and, apart from a few larger
reservoirs, almost all water in a living organism is closely associated with surfaces
of biomolecules of different kinds. This so-called biological water is known to affect
the dynamics of biomaterials such as proteins, which in turn is crucial for its func-
tions. However, how and why the surrounding environment affects the dynamics of
proteins and other biomolecules is still not fully understood. Recently, it was sug-
gested [Fenimore et al. PNAS 2004, 101 14408] that local and more global protein
motions are slaved (or driven) by the local β -relaxation and the more large-scale
cooperative α-relaxation in the surrounding solvent, respectively. In this chapter we
present results from dielectric measurements on myoglobin in water-glycerol mix-
tures that support this slaving idea. Moreover, we show how confined supercooled
water changes its dynamical behaviour from a low temperature Arrhenius behaviour
to a high temperature non-Arrhenius behaviour at a certain temperature (around 200
K), and then we discuss likely explanations for the crossover and its consequence
for protein dynamics.

1 Introduction

Water is the only chemical compound on earth that occurs naturally in the solid, liq-
uid and vapour phases [1]. Water exhibits many unique properties on which life, as
far as we know, is dependent. For instance, water’s polarity, high dielectric constant
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and small molecular size makes it an excellent solvent for polar and ionic com-
pounds [2, 3]. It has unique hydration properties for biological macromolecules,
where it, for example, is involved in the folding of proteins and, consequently their
function, by exclusion of non-polar compounds, i.e. the hydrophobic effect [2].
This effect is important in biological systems where it, for instance, is involved
in the stabilisation of the folded protein structure as well as in the formation of cell
membranes [2, 4]. The water in an organism is furthermore involved in the tem-
perature regulation and resistance against dehydration [5]. Moreover, water has un-
usual high melting and boiling points as well as unusual high viscosity and surface
tension compared to similar low-molecular-weight compounds [2]. Many of these
properties, among others, are due to the hydrogen bonds between adjacent water
molecules [2, 4]. One water molecule can participate in four hydrogen bonds, which
results in a network formation. The formation of hydrogen bonds between adjacent
water molecules results in a microscopic structure of bulk water that is currently
a matter of debate. The accepted picture of the structure has until recently been
that the water molecules tend to form a tetrahedral hydrogen bonded structure [6],
although these hydrogen bonds have very short lifetimes (in order of picoseconds
at room temperature [7]). However, recently this structural picture has been ques-
tioned [8], and it has instead been proposed that the water molecules are connected
in chains or rings rather than in a complete network. The structure of bulk water
is, thus, still not established and further investigations are required. When water, as
any other liquid, is cooled, its viscosity increases and if crystallisation is avoided the
liquid will be supercooled below its melting temperature. The supercooled state is a
disordered state where the liquid behaves as a meta-stable, and viscous, liquid. As
the supercooled liquid is further cooled, the viscosity increases rapidly and, when
the viscosity exceeds a value of 1013 poise (= 1012 Nsm−2), the supercooled liquid
is frozen on experimental time-scales and behaves like a solid. Such an amorphous
solid is called a glass [9]. The transition from a meta-stable supercooled liquid to
an amorphous solid is called the glass transition [9]. One important characteristic of
supercooled liquids and the glass transition is the main structural relaxation process,
the so-called α-relaxation, which occurs in the supercooled liquid and is due to col-
lective rearrangements [9, 10]. The configurational changes in the system that give
rise to this relaxation process are directly coupled to the macroscopic viscosity [9],
and they become dramatically slower with decreasing temperature. At the glass tran-
sition temperature, Tg, the relaxation time (τ) of the α-process has reached a value
of about 100 s (in analogy with the 1013 poise for viscosity). In addition to the
main relaxation many glass-forming liquids also show weaker secondary relaxation
processes, where the most common are denoted as β -relaxations. β -relaxations are
faster and of more local nature than the α-relaxation and persists below Tg [11], see
Fig. 1. At a temperature above the glass transition temperature, the two relaxation
processes merge and only a single relaxation process is observed at higher T [9, 10].

The α- and β -relaxation times generally show different temperature behaviours.
The fast secondary β -processes normally exhibits an Arrhenius temperature depen-
dence (1) whereas the increase in relaxation time (or viscosity) with decreasing tem-
perature of the α-relaxation generally follows a Vogel-Fulcher-Tammann behaviour
(2) [12, 13, 14]
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Fig. 1 Arrhenius plot showing typical temperature dependences of the fast β -relaxation and the
slower α-relaxation for a glass forming liquid. The α- and β -relaxation times generally show dif-
ferent temperature behaviours, where the β -relaxation normally exhibits an Arrhenius temperature
dependence (1) whereas the increase in relaxation time (or viscosity) with decreasing temperature
of the α-relaxation generally follows a VFT behaviour (2). The inset shows the characteristic VFT
dependences of the α-relaxation for strong and fragile liquids. The curvature (i.e. deviation from
Arrhenius behaviour) determines the fragility and is given by the parameter D in (2). The larger
curvature (smaller value of D) the more fragile is the liquid. In the figure, curves for D = 5, 10, 25,
50 and 100 are shown

τ = τ0exp(Ea/kBT ) (1)

τ = τ0exp(DT0/T −T0) (2)

where τ0 is the microscopic relaxation time extrapolated to infinite temperature,
which usually corresponds to quasi-lattice and molecular vibrations of the order of
10−14 s. Ea is the activation energy, T0 is the temperature where τ goes to infinity
and D describes the degree of non-Arrhenius behaviour. The so-called strong glass-
formers, according to Angell’ strong-fragile classification scheme [15, 16], have an
α-relaxation time (or viscosity) with a temperature dependence close to Arrhenius
behaviour (a large D value in the VFT function), while fragile glass-formers show a
much more rapid increase of the α-relaxation time (or viscosity) close to Tg (i.e. a
low value of D) [15, 16], see inset in Fig. 1.
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The glass transition temperature Tg of bulk water is still widely debated and cur-
rently under active research. A Tg = 136 K has been accepted for many years [17,
18], but is now questioned and it has recently been suggested to be located around
165 K [19, 20, 21]. The problem with this temperature is that it is located in the
so-called No man’s land, which is the temperature region between 150 and 235
K where supercooled bulk water immediately crystallises [6] and, hence, studies
of bulk water are impossible. One way to overcome this problem is to study wa-
ter in confinements. In a confined environment the water molecules are affected by
surfaces, and water layers with different properties are formed [22, 23]. This will
change the orientation of adjacent molecules in a way that depends on the chemical
nature of the surface (i.e. whether the surface is hydrophilic or hydrophobic, or pos-
itively or negatively charged) [24] (and references therein). This orientation will in
turn affect the interaction between the water molecules and, as a result, the proba-
bility of forming the network structure necessary for crystallisation [25, 26, 27, 28].
In addition, the motion of the water molecules in a confined geometry is normally
restricted due to the interaction with the surfaces, which results in a slower dynam-
ics compared to bulk water [24, 28, 29]. Besides that confinements make studies of
pure water easier it is, furthermore, of central importance for the understanding of
how the water dynamics is affected by surfaces of different kinds, which in turn is
relevant for studies of water close to biomolecular surfaces, the so-called biological
water, see Fig. 2.

Many studies have been performed on the dynamics of water in different types of
confinements. Several of these studies have shown that the temperature dependence
of the relaxation time for the observed main process changes at a certain temperature
(typically around 200 K), see e.g. [30, 31, 32], from a low temperature Arrhenius
behaviour to a Vogel–Fulcher–Tammann behaviour at higher temperatures, i.e. (1)
and (2), respectively. The crossover in temperature dependence has been explained
by that the water undergoes a fragile-to-strong transition [33]. Such a transition has
earlier been proposed to explain the facts that water is a very fragile liquid close to
its melting point, and that the relaxation times do not extrapolate to the previously
suggested Tg at 136 K. However, there are indications that the observed transitions
for confined water are not due to a true fragile-to-strong transition [34], which will
be discussed below.

The water content of a living organism is around 70% of the total weight [3],
and a large fraction of this water is closely associated (within 5 Å [35]) with pro-
teins and other biomolecules. Water in biological systems is very important since

Fig. 2 The water surrounding
a biological molecule is called
biological water. This water
can be divided into three
different layers dependent on
the distance to, and interaction
with the biomolecular surface

protein

bulk water

ìfree ” water
molecules

bound water
molecules
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folding, structure, stability, mobility and function of biomolecules (such as proteins
and nucleic acids) and biological assemblies (such as membranes) are dependent on
the aqueous environment [1]. The water surrounding a protein molecule is gener-
ally divided into three hydration layers dependending on the distance to and conse-
quently the interaction with the protein surface [36], see Fig. 2. The water molecules
closest to the protein surface make up the first hydration layer. These molecules are
tightly bound via hydrogen bonds to the protein surface. The water molecules in the
second hydration layer, which are less affected by the protein surface, interact with
the first hydration layer. The third hydration layer is the surrounding bulk-like water.
The first and the second hydration layer constitute the so-called hydration shell. The
motion of the water molecules in the hydration shell is, as for water at other surfaces,
affected by the interaction with the surface and the dynamics is, thus, restricted and
slower compared to the dynamics of bulk water [37, 38, 39, 40]. This retarded mo-
tion is however of great biological importance since it enables protein motions and
proton diffusion along the protein surface [35], which both are necessary for biolog-
ical processes. Translational diffusion of surrounding water molecules promotes the
changes of the protein structure that is necessary for protein function [41, 42]. By
restraining the translational motions of the water the protein motions are reduced in
a similar way as in the dehydrated state [41]. The level of hydration is, thus, another
important factor for protein function. It is for instance known that the critical point
for percolation of protons on the surface is close to the hydration level for enzy-
matic activity [43], and that totally dry proteins show no biological function [44].
The protein function starts when the hydration level is around 0.2 g water per gram
of protein [44], and with a further increase in hydration the protein dynamics, and
consequently also the function is increased. For full biological function of the pro-
tein an equal amount of water and protein is needed [43]. The reason for the increase
in function with increasing water content can be explained by the plasticizing effect
of water on proteins, i.e. increase in flexibility of the protein that is necessary for
protein function [45] (and references therein). But still it is far from fully understood
how the environment surrounding proteins affect their function.

Recently, it has been suggested that the hydration shell and the surrounding bulk
water promote different kinds of protein motions and functions [46]. It is suggested
that large-scale conformational changes in the protein are coupled to collective mo-
tions (i.e. the α-relaxation) in the surrounding bulk water and are, hence, not present
for dehydrated proteins. This is in contrast to the more local β -like motions in pro-
tein, which seems to be coupled to the more local dynamics in the hydration shell,
see Fig. 3. However, this does not mean that a solvent relaxation and its associated
protein motion have to appear on the same time-scale, i.e. having the same relax-
ation rate, but that the relaxation times of the processes show similar temperature
dependences (i.e. similar activation energies at a given temperature), as shown in
Fig. 3 [46]. Thus, in general, protein motions and the related solvent motions occur
on different time-scales, and the reason for this is the complex energy landscape
of proteins, see Fig. 4. The protein conformational energy landscape consists of a
large number of energy valleys, i.e. conformational substates, separated by energy
barriers, and each relaxation or motion of the protein involve a large number of
small steps between substates, each given by a specific rate that in turn depends on
specific solvent motions as described above.
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Fig. 3 The relaxation time for the process exit, which shows the escape of CO from Myoglobin,
follows the same temperature dependence as the α-relaxation of the solvent (3:1 glycerol:water
mixture), whereas the migration of CO within the protein molecule (process BA) shows the same
temperature behaviour as a secondary relaxation of water in the hydration shell, here denoted as β .
Slightly modified version of figure from Fenimore et al. [46], reproduced with permission

2 Apparent Fragile to Strong Transitions of Confined
Supercooled Water

The relaxation behaviour of deeply supercooled liquids is in general described by
the viscosity-related main (α) relaxation and one or several secondary (β ) relax-
ation processes, where the main relaxation process, as described above, generally
shows some degree of non-Arrhenius behaviour, whereas the β -processes normally
are described by the Arrhenius equation. In Fig. 5a we show temperature depen-
dences of structural relaxation processes measured by dielectric spectroscopy and
quasielastic neutron scattering (QENS), where a “normal” liquid behaviour is rep-
resented by results for propylene glycol (PG). From this figure it is evident that the
temperature dependence of the α-relaxation for both bulk PG and PG confined to
one molecular layer in the interplatelet space of a Na-vermiculite clay can be de-
scribed by the same VFT equation, i.e. there is no obvious dynamic crossover and
the confinement has no or very little effect on the relaxational behaviour. This is in
contrast to the behaviour of the main relaxation observed for water in widely differ-
ent confinements. As shown in Fig. 5a for water confined to two molecular layers in
the same type of Na-vermiculite clay, as well as for water confined in 10 Å pores of
a molecular sieve and for hydration water on hemoglobin, an anomalous behaviour
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Fig. 4 Schematic 1D and 2D drawings of the complex protein energy landscape to the left and
right, respectively (redrawn after [46]). The figure shows that the protein can assume a large num-
ber of different conformations, so-called conformational substates, where each substate is sepa-
rated from the others by energy barriers. On the top level, denoted by CS0, the protein can adopt
different conformations that involve different functions. In each CS0 (called A0 and A1) there are a
large number of substates (CS1α), which all involve the same function but with different rates (k),
and contains numerous additional substates (CS1β ). The α- and the β -fluctuations of the solvent
determine transitions between CS1α and CS1β substates of the protein, respectively

is observed. In these systems, as well as in other systems of interfacial water, the
main relaxation time of the water is strongly affected by interactions with the host
material and, more importantly, a crossover in the dynamical behaviour from a low
temperature Arrhenius behaviour to a VFT temperature dependence at higher tem-
peratures occurs somewhere in the temperature interval of 180–250 K depending
on the size and geometry of the confined water and the chemical nature of the host
material.

Recently, it was suggested that this type of crossover in temperature dependence
for the water dynamics in confinements is due to a so-called fragile-to-strong tran-
sition [31], as mentioned above. However, there are indications that the observed
dynamic crossover is not due to a true fragile-to-strong transition, [34]. The reason
for this is that there are no clear evidences for that the main relaxation process in
the deeply supercooled regime (i.e. below the crossover temperature) corresponds to
the cooperative α-relaxation. Thus, since the fragility of a liquid refers to the tem-
perature dependence of its viscosity or α-relaxation time, the fragility cannot even
be defined if the α-relaxation is not observed. Instead, the dielectric data as well
as other experimental results suggest that this low temperature process is due to a
secondary and more local β -relaxation. First, the dielectric loss peak has a sym-
metric shape in the frequency domain and the associated relaxation time exhibits
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(a)

(b)

Fig. 5 (a) Average relaxation times, obtained by QENS (filled symbols) and dielectric spectroscopy
(open symbols), for water in a clay [30, 49] (triangles), in 10 Å pores of a molecular sieve [50, 51]
(squares) and for water in hydrated hemoglobin [52] (diamonds). For comparison, average relax-
ation times for bulk PG (crosses) and for PG confined in clay [53, 54] (circles) are shown to rep-
resent a normal liquid behaviour. The high temperature dependences of the relaxation times have
been described (and extrapolated) by the VFT equation. (b) Relaxation times for the main process
of water confined in approximately 20 Å pores of MCM-41, obtained by QENS [31] (squares) and
dielectric spectroscopy [55] (filled circles). In addition, the fastest universal dielectric relaxation
process of supercooled water in clay [56] (triangles), phospholipids membrane DMPC [57] (open
circles) and myoglobin [58] (crosses) are shown for comparison. The lines are fits to the high and
low temperature QENS data, taken from [31]. Figure 5b is taken from [58]



Behaviour and Implication of Supercooled Water 31

an Arrhenius temperature dependence. Both features are typical for β -relaxations.
Second, as shown in Fig. 6, no calorimetric glass transition can be clearly observed
for such confined water. One may argue that this is a natural result due to the severe
confinement of the water, but the fact is that for other liquids confined in the same or
similar host materials there is no difficulty to observe their calorimetric glass tran-
sitions, even for more severe confinements than in the present cases [47]. Thus, the
absence of any calorimetric Tg for the confined supercooled water suggests that no
dielectric α-relaxation is present in the same temperature regime. Third, in [48] a
similar relaxation process was observed for rapidly quenched bulk water by elec-
tron spin resonance measurements, even in the so-called No man’s land (150–235
K) where bulk water is mainly crystalline. This fact further supports that the ob-
served relaxation process is of local character (in this case the relaxation of wa-
ter molecules in the interface between different crystalline regions). Fourth, further
support is that the relaxation process is of local character and it is so weakly de-
pendent on the nature of the interactions with the host material [21], in contrast to
the merged α–β relaxation above the crossover temperature, see Fig. 5a. Fifth, the
temperature for which the relaxation time of this process reaches 100 s is around
130 K, which means that if it is due to the α-relaxation a Tg is expected at about
this temperature. However, since the α-relaxation at high temperatures is slower in
confinement than in bulk (and the difference appears to increase with decreasing
temperature), it seems unphysical to have a Tg around 130 K for the confined water.
Therefore, a likely explanation for the apparent transition in the dielectric data is
that it is caused by a merging of the observed β -relaxation with a non-observable
α-relaxation at a temperature around 200 K [34]. However, this interpretation only
explains the apparent fragile-to-strong transition in dielectric data of confined super-
cooled water. In the cases of QENS and 1H NMR diffusion measurements on con-
fined and hydration water [31, 32, 59, 60, 61], the even more pronounced crossover
in the observed dynamics at about 225 K is more likely due to a decoupling of
a water diffusion process from the structural relaxation of the water molecules,
see Fig. 5b. This interpretation of the apparent fragile-to-strong transition in the
QENS and 1H NMR data is the most probable since the observed low-temperature
Arrhenius behaviour extrapolates to the fastest dielectric process of deeply super-
cooled water [56]. This fast dielectric process is likely due to local reorientations
of single water molecules, which are directly related to the long range diffusion in
water, as observed by 1H NMR diffusion measurements [61]. Generally, the dif-
fusion constant D is related to the structural relaxation time through the Stokes–
Einstein relation but this is obviously not the case for confined supercooled water.
The reason for this might be found by investigating the diffusion of water molecules
in ice [62, 63], which is almost as fast as in confined supercooled water [61] de-
spite that no true structural relaxation process exists in ice. Hence, the long-range
diffusion of water molecules, as measured by these techniques, becomes decoupled
from the structural relaxation of the water molecules at T ∼ 225 K, and as a result
an apparent fragile-to-strong transition is observed in experimental data probing the
diffusion.
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Fig. 6 (a) DSC data of fully hydrated Na-vermiculite clay (dotted line) and MCM-41 with pore
diameters of 21 Å (solid line) and 36 Å (dashed line). In (b) the figure is plotted on an expanded
scale to verify that no calorimetric Tg can be observed for any of the samples. The figure is taken
from [58]

3 Relation Between Solvent and Protein Dynamics

It is, as described above, well known that proteins cannot function without surround-
ing hydration water. The reason for this is that protein functions involve conforma-
tional changes of the proteins, which, in some way, are promoted by the solvent.
However, exactly how the solvent enables protein fluctuations is still a matter of
discussion [41, 46, 64, 65, 66]. Since function and dynamics of proteins are closely
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related to the dynamics of the surrounding water it is of fundamental importance
to investigate not only the protein dynamics but also the dynamics of the water
molecules associated to protein surfaces. For systematic investigations of the rela-
tion between protein and solvent dynamics, it is furthermore useful to change both
the total solvent content as well as the dynamical properties of the solvent. There-
fore, in a recent study we have investigated myoglobin in different water–glycerol
mixtures of various water content. The advantage of using this type of mixture is
fourfold: first, the proteins are biologically active even for high glycerol contents
(up to about 90 wt% glycerol [H. Frauenfelder, Private Communication 2006]);
second, the addition of glycerol makes it more difficult for the water to crystallise in
the supercooled regime; third, the glycerol molecules are forming hydrogen bonds
to each other and to biological surfaces (just as water molecules do); and fourth,
the dynamical properties of the solvent can be substantially changed by changing
the water–glycerol ratio. In Fig. 7, we show a typical three-dimensional represen-
tation of the dielectric loss, i.e. the imaginary part of the dielectric function versus
frequency (10−2−106 Hz) and temperature (120–350 K) for myoglobin in a water–
glycerol mixture of 50 wt% water at the solvent level h = 2 (i.e. 2 g solvent per gram

Fig. 7 Imaginary part (ε”( f )) of the dielectric response as a function of frequency and temperature
for myoglobin in 1:1 water:glycerol mixture at solvent level h = 2
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of protein). From this figure it is clear that the sample exhibits a complicated relax-
ation behaviour with several relaxation processes. In Fig. 8 the relaxation times for
these processes are shown together with relaxation times obtained for myoglobin in
water–glycerol mixtures of 20 and 33 wt% water, respectively. For each sample two
solvent processes are observed, where the fastest one is likely due to local reorien-
tations of single water molecules as described in the previous section. The second
fastest, which is the dominating process at the lowest temperatures, is due to the
main relaxation of the solvent, and it can be seen that it becomes significantly faster
with increasing water fraction for a given total solvent content (h = 2). For water
fractions of less than 50 wt% this relaxation process corresponds to the α-relaxation.
However, in the case of 50 wt% water, as seen in Fig. 8, there is a similar crossover
(around 200 K) from a high temperature non-Arrhenius behaviour to a low temper-
ature Arrhenius dependence as shown in Fig. 5a for confined water. This crossover
is, as discussed above, a result of a merging of a dielectrically non-observable α-
relaxation with the β -relaxation [34]. Thus, below the crossover temperature this
process corresponds to the more local β -relaxation of the water. The remaining re-
laxation processes, which are observed at higher temperatures, are more difficult
to determine due to overlap with a Maxwell–Wagner interfacial polarisation pro-
cess [67]. This Maxwell–Wagner process is due to that the electrodes were covered
with a 100 μm thick teflon film in order to suppress an otherwise dominating con-
tribution to the spectra from conductivity and electrode polarisation at high tem-
peratures. Thus, although Fig. 7 shows that there is no significant low frequency
dispersion due to conductivity, the used teflon film had the drawback to cause in-
terfacial polarisation in the sample–teflon interface. Since this Maxwell–Wagner
polarisation gives rise to a dielectric loss peak in the same frequency range as the
protein dynamics appear, it is difficult to accurately extract the processes originating
from protein dynamics. In the near future we will overcome this problem by using a
considerably thinner teflon film, which will result in a shift of the Maxwell–Wagner
process to a lower frequency where no protein processes are present. However, de-
spite this difficulty an attempt is here made to extract the protein process from the
dielectric raw data. Depending on the glycerol/water ratio we are able to extract 2–4
different types of motions, although the exact origins of all of them are presently not
clear. In the case of the glycerol-rich solvents (i.e. 20 and 33 wt% water), where no
vanishing of the cooperative α-relaxation occurs, also the protein processes seem
to show a cooperative behaviour (i.e. a non-Arrhenius temperature dependence) at
all temperatures. The origin of the fastest one of these cooperative protein processes
(in the case of 20 wt% water) is still unclear, but the second fastest process, which
is the fastest protein process observed for the sample with 33 wt% water, has been
attributed to motions of polar side groups [52, 68]. The slower processes are most
likely due to more global conformational fluctuations in the protein [69] or proton
displacements along hydrogen bonded solvent molecules adsorbed on the protein
surface [70].

Also worth noting in Fig. 8 is, furthermore, that the protein seems to undergo
a similar dynamic crossover as the solvent does in the case of the most water-rich
solvent. Below the crossover temperature around 200 K only one protein process
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Fig. 8 Temperature
dependences of the relax-
ation times for the observed
dielectric processes obtained
for myoglobin in different
water–glycerol mixtures. The
solvent level is for all three
samples h = 2 and the water
fractions in the solvent are
20, 33 and 50 wt%, as given
in the figures. The symbols
correspond most likely to
fast local motions of single
water molecules (crosses),
the dominating relaxation
process of the solvent (filled
circles), motions of polar
side groups (filled squares)
and conformational protein
fluctuations (filled triangles).
The origin of the two lat-
ter processes as well as the
remaining processes (denoted
by open squares) are not fully
clear (see text), but in the
sample with 50 wt% water
the fastest of them (observed
at low temperatures) should
represent some kind of local
non-cooperative motions in
the protein

–
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is observed. It also shows an Arrhenius temperature dependence, and is attributed
to local non-cooperative protein motions. At the crossover temperature, where
we believe the local β -relaxation in the solvent merges with the non-observable
α-relaxation, there is a significant change in the protein dynamics. Cooperative pro-
tein processes appear, suggesting that the onset of more large-scale solvent mo-
tions give rise to a glass-transition-like phenomenon in the protein. It should here be
noted that this glass-transition-like behaviour observed with dielectric spectroscopy
has nothing to do with the “dynamic transition” (or sometimes even the denomina-
tion “glass transition” is used) commonly observed with QENS [71, 72, 73] and
Mössbauer spectroscopy [74, 75, 76]. With these techniques considerably faster
dynamics is probed than the time scale of about 100 s for the viscosity-related
α-relaxation that is commonly used to define Tg. Since the experimental time scale
probed in, for instance, QENS is often less than a nanosecond it is obvious that
glass-transition-like phenomena cannot be probed with this technique. In such stud-
ies the observed “dynamic transition” is nothing else than an onset of anharmonic
motions on the experimental time-scale (i.e. a relaxation process has moved into the
experimental time-window so it can be observed). This also means that the tempera-
ture for which the “dynamical transition” occurs depend on the experimental energy
resolution (i.e. the shortest times that can be probed by the instrument).

In order to elucidate the relation between protein and solvent dynamics in more
detail, we show in Fig. 9 the relaxation times of the fastest protein processes as a
function of the relaxation time for the main process in the solvent. From this figure it
is evident that there are linear dependences (i.e. slopes of unity in the log-log plots)
for all the shown protein processes and sample compositions (which also has been
observed for myoglobin in pure water [34]). Thus, provided that the protein pro-
cesses have been correctly extracted, as discussed above, we observe the expected
behaviour for solvent-slaved protein processes [46, 64]. Furthermore, as is evident
for the sample with 50 wt% water, it appears as the local non-cooperative protein
process at low temperatures (below the crossover temperature) has the same activa-
tion energy as the low temperature β -relaxation in the solvent, suggesting that this
protein process is determined by the β -relaxation in the solvent. At higher temper-
atures (above the crossover temperature) and higher glycerol contents only cooper-
ative protein processes can be observed and these exhibit a similar non-Arrhenius
temperature dependence as the solvent does in the same temperature range, indicat-
ing that these protein processes are determined by the α-relaxation in the solvent.
Therefore, our findings support a recent study by Fenimore et al. [46], where it was
proposed that the most local protein motions are slaved by the β -relaxation in the
hydration shell whereas the more global conformational changes of a protein are
slaved by the α-relaxation in the bulk solvent, although our results suggest that co-
operative large-scale protein and solvent processes are present even for relatively
low solvent contents where no true bulk solvent is present.

Since large-scale conformational protein fluctuations are required for full bio-
logical activity of proteins [75] an important consequence of the present findings
is that proteins must be almost inactive in water rich solvents at low temperatures
where no α-relaxation is present in the solvent. Thus, for instance, cryopreservation
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Fig. 9 The relaxation times for the protein processes (symbols as in Fig. 8) are shown as a function
of the relaxation time for the main process in the solvent. Provided that these protein processes
have been correctly extracted, it is evident that there is an almost linear dependence for all protein
processes and samples, as expected for solvent-slaved protein motions
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of protein-rich food does not only slow down the biologically most important pro-
tein processes, it even prevents them from occurring if the temperature is reduced
below the crossover temperature. The behaviour is in close analogy with normal
glass-forming liquids for which the time scale of the cooperative α-relaxation basi-
cally goes to infinity and only local β -relaxations remain below the glass transition
temperature. In fact, it has been shown that hydrated proteins even show a calori-
metric glass-transition-like feature in the same temperature range as we observe the
dynamic crossover [77]. However, as mentioned in the introduction, the proteins do
not undergo this glass-transition-like crossover without help from its surrounding
solvent. Hence, in contrast to ordinary glasses the glass transition is not an intrinsic
property of proteins. Instead, the dynamic crossover and other properties of proteins
are driven by motions in the solvent, although the conformational changes in the pro-
tein occur on substantially longer time-scales than the solvent relaxation. In Fig. 9 it
is seen that the relaxation rates of the protein processes are typically 103−105 times
slower than the α-relaxation in the solvent, proving the complex nature of global
protein fluctuations and the associated energy landscape.

4 Conclusions

In this chapter we have investigated the dynamical behaviour of various systems
containing confined water. Results from dielectric spectroscopy show that the con-
fined water exhibits a dynamic crossover at a certain temperature (typically around
200 K) from a low temperature Arrhenius behaviour to a VFT dependence at higher
temperatures. This observation together with other experimental facts, such as the
absence of a calorimetric glass transition and a symmetric shape of the dielectric
relaxation peak, suggest that the observed main relaxation process at low tempera-
tures is due to a local β -relaxation, whereas a merged α–β -relaxation is responsible
for the dynamics at higher temperatures. We also show that the apparent fragile-to-
strong transition for confined supercooled water that has been observed in a number
of QENS and 1H NMR diffusion measurements is most likely due to a decoupling
of water diffusion from the structural relaxation process.

Our dielectric measurements on myoglobin in water–glycerol mixtures of dif-
ferent water contents suggest that the most local protein motions are determined
by the local β -relaxation of the surrounding water in the hydration shell, whereas
more large-scale protein motions seem to be driven by large scale motions in the
surrounding solvent. Thus, the present findings support the recently suggested idea
that protein motions are solvent slaved [46, 64]. Moreover, we have shown that the
relative amount of glycerol in the solvent determines the nature of both solvent and
protein motions at low temperatures, which results in that at high glycerol contents
both motions of the solvent and the protein seem to be of global character, while at
high water concentrations the motions are of more local nature (although present at
lower temperatures compared to the glycerol-rich solvents).
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Interactions of Polarizable Media in Water
and the Hydrophobic Interaction

F. Bresme and A. Wynveen

Abstract Water plays an essential role in determining the interactions between
biological molecules in solution. A major component of these interactions is the
hydrophobic force, the water-mediated interaction deemed to provide an impetus
for the organization of living matter. Hydrophobic forces can be traced back to the
dynamic and structural changes undergone by water at biological surfaces. Since
biological surfaces are quite heterogeneous with regard to their interactions with
water, rapid variations of the water properties at length scales on the order of molec-
ular dimensions occur at these surfaces. This behavior is expected to be significant
for proteins, where experiments show that the protein polarizability, as measured
by the dielectric permittivity, can range from 4 for hydrophobic regions to 10 for
regions of catalytic importance. These results emphasize the “patchy” character of
these biomolecules regarding polarizability, an effect that may be relevant for under-
standing the conformational changes of proteins and other biomolecules in solution.
In this chapter, we provide a critical discussion of the current state of hydropho-
bic interactions, with particular emphasis on biomolecules. Most of the theoretical
approximations to date do not address specifically polarization effects. Polarization
is, nonetheless, expected to play a major role in determining the interactions of bi-
ological water with uncharged surfaces. We discuss recent work that suggests that
polarization can impart dramatic changes in the water behavior at hydrophobic sur-
faces and also can modify the strength of the hydrophobic interaction.

1 Introduction

The hydrophobic interaction is recognized as one of the main driving forces inducing
the self-assembly of molecules in water solutions. Hence, it is responsible for the or-
ganization of surfactants and phospholipids into complex structures such as micelles
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and biological membranes [1]. One of the most common effects of hydrophobic
forces is the demixing of oil-like compounds from aqueous solutions. The funda-
mental role played by this interaction in regulating conformational changes of pro-
teins was discussed by Kauzmann in a very influential paper [2]. Tanford [3] also
suggested that the self-assembly of complex biological structures is under thermo-
dynamic control, and that hydrophobic forces can lead to biomolecular structures
that may provide the impetus for the organization of living matter.

Experimental work has highlighted the connection between the solubility of
hydrophobic units and biological processes such as protein folding. Privalov [4]
performed extensive calorimetric studies of unfolding reactions of globular proteins.
These experiments showed a large positive value of the heat capacity, as well as a
characteristic temperature dependence of the enthalpy associated to protein folding.
These experimental observations are attributed to the hydrophobic interaction. Ex-
periments by Baldwin [5] on solutions of liquid hydrocarbons in water were used
to explain the temperature dependence of the hydrophobic interaction on protein
folding. Subsequent work by Spolar et al. [6] showed the existence of a correlation
between the heat capacity and the water-accessible non-polar surface area. The anal-
ysis of these correlations in hydrocarbon compounds and globular proteins indicates
a remarkable similarity between both systems. This result emphasizes the relevance
of the hydrophobic interaction as a driving force in non-covalent protein processes,
which are characterized by large changes in the heat capacity. The connection be-
tween hydrophobicity and protein folding has been revisited by Dill [7], who has
noted that in addition to the hydrophobic interaction there are weaker forces (elec-
trostatic repulsions, ion pairing, hydrogen bonding or van der Waals) that also affect
the stability of proteins.

The hydrophobic effect can be traced back to the dynamic and structural changes
undergone by water next to hydrophobic surfaces. The dynamic behavior of bio-
logical water next to protein surfaces has been investigated with femtosecond reso-
lution [8]. These experiments show that water has a bimodal character, with some
water molecules exhibiting bulk solvation times (≈ 1 ps) and other molecules dis-
playing very slow dynamics (≈ 38 ps). The latter contribution can be associated with
water that interacts strongly with the protein surface. On the other hand, nuclear
magnetic resonance experiments of oxytocin in the unfolded state and the globular
protein bovine pancreatic trypsin inhibitor have indicated the existence of two dif-
ferent types of hydration sites, with markedly different residence times, in the sub-
nanosecond regime for water at the protein surface and between 10−2 and 10−8 s
for proteins in the protein interior. Sum-frequency spectroscopy experiments [9]
of water at hydrophobic surfaces (alkane interfaces) and computer simulations of
hydrophobic nanoparticles [10, 11] have also furnished important structural infor-
mation. The microscopic structure of water is consistent with a reduction of the
number of hydrogen bonds per molecule. Also, the interactions with the hydropho-
bic phase results in a considerable orientation of water at the interface, which is
characterized by the appearance of free OH bonds (dangling bonds) facing the hy-
drophobic surface. One might speculate that water behaves in a similar fashion at
biological surfaces, although it is important to note that biomolecules are normally
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characterized by strong heterogeneities with regard to solvent–surface interactions.
Recent simulation work [12] of the polypeptide mellitin in water indicate that water
exhibits two types of structure: a clathrate structure, like those observed near con-
vex surfaces, and a second structure compatible with the existence of dangling bonds
that appears near flat surfaces. These two structures exhibit a substantial difference
in the water–water interaction enthalpy.

The structural changes of the hydrogen-bond structure of water near a hydropho-
bic surface were already pointed out by Stillinger [13], who suggested that the
three-dimensional hydrogen-bond network of water cannot be maintained next to a
large hydrophobic solute (see Fig. 1). This has a direct consequence on the solvation
free energy of hydrophobic solutes, demonstrating a functional dependence on the
size of the solute. This dependence has been discussed by Chandler [14]. The solva-
tion energy of large solutes (> 1 nm diameter) scales with the surface area, whereas
that of smaller solutes scales with volume. With regard to the first case, a water de-
pletion layer can be found next to hydrophobic solutes with small curvatures. The
approach of such hydrophobic surfaces can result in capillary evaporation, which
can generate strong attractive forces between the solutes.

There has been a great effort to explain the origin of the hydrophobic interac-
tion. Nonetheless, there is still a need to understand the microscopic mechanism
leading to this interaction and, in particular, the exact role played by water in de-
termining the hydrophobic attraction. Several simulation studies of materials and
biomolecules have tried to attain a molecular understanding of the mechanisms be-
hind the hydrophobic effect [15, 16]. Complicating matters, however, recent simu-
lations of biomolecules have offered contrasting results on the behavior of water in
proteins and its relevance regulating protein folding [17, 18]. The main conclusion
is that the role played by water in folding is extremely sensitive to the protein–water
interactions. This result indicates that theoretical modeling of the hydrophobic ef-
fect may require considerable realistic properties of materials and biomolecules such
as polarization effects. Polarization effects are generally ignored in most theoreti-
cal investigations of hydrophobicity, despite the fact that there is experimental and
theoretical evidence that biomolecular systems can actually have significant permit-
tivities [19, 20].

In this chapter we discuss the influence of intermolecular forces, in particular the
polarization, on the hydrophobic interaction. The chapter is structured as follows:
Firstly, we discuss theoretical approximations that have been proposed to explain
hydrophobic attraction. These approximations rely to some extent on the notion of
capillary evaporation, or drying, between hydrophobic surfaces. The existence of
drying in these surfaces is nonetheless a matter of intense dispute in the literature.

Fig. 1 Sketch of the water
structuring around small (left)
and large solutes (right). For
large solutes a depletion layer
between the solute and the
solvent appears
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Thus, we provide a critical discussion on the feasibility of drying in materials and
biological surfaces. We have made particular emphasis on the sensitivity of drying
to biomolecule–water interactions, and we have intentionally biased part of our dis-
cussion toward the role played by solute polarization in modulating drying and the
hydrophobic interaction. Polarization effects have systematically been neglected to
certain extent in the investigations of hydrophobic substances. Nonetheless, as we
discuss here, they might play a very important role in determining the interactions
of uncharged surfaces in water. We finish our discussion with an outlook of future
work in the investigation of the hydrophobic force.

2 The Origin of Strong Attraction Between
Hydrophobic Surfaces

2.1 Drying as a Mechanism for the Hydrophobic Attraction

There is a large body of literature devoted to the physical origin of the hydrophobic
interaction both in biophysics and in materials science. Experiments on hydrophobic
surfaces have provided valuable results on the behavior of water under confinement.
An understanding of the water behavior at hydrophobic materials can provide a ba-
sis to investigate the interactions of water with the complex surface landscapes ap-
pearing in biomolecular assemblies. Several experiments of water confined between
hydrophobic surfaces [21, 22, 23] have reported the existence of strong long-range
attractive forces between the surfaces. The hydrophobic surfaces are characterized
by contact angles that are typically about 110◦. More recent experiments [24] on
hydrophobic surfaces have reported forces that are several times shorter-range than
the ones measured in earlier experiments. Interestingly, the interactions between
these hydrophobic surfaces conform to the classical capillarity and Lifshitz theo-
ries. The origin of the long-range attractive forces has been and still is a matter of
debate. It was noted earlier that these long-range interactions cannot be described in
terms of van der Waals forces alone, since the experimental forces are much stronger
and their decay is exponential. In order to explain the decay length and strength of
the forces, it was suggested that submicroscopic bridging cavities were responsible
for the strong attraction. Thus, the process behind the attraction could be ascribed to
cavitation or spontaneous drying between the surfaces at a specific inter-surface dis-
tance. This notion has been supported by recent experiments, which have reported
the formation of nanobubbles at hydrophobic surfaces [25].

The idea of cavitation has been summarized in a general theory of solvation
by Lum and co-workers [26]. This theoretical approach uses a mesoscopic square
gradient theory to treat the water–vapor interface. It predicts large differences in
the solvation of small and large solutes, and also, notably, it postulates large de-
pletion regions around hydrophobic solutes and drying. Cavitation has also been
reported in a number of computer simulation studies of water confined between



Interactions of Polarizable Media in Water and the Hydrophobic Interaction 47

hydrophobic surfaces [16, 27, 28, 29, 30, 31]. Also, it has been suggested that
drying is responsible for the collapse of short polymer fragments [15] and that dry-
ing occurs in proteins [17, 18, 32]. Drying has also been considered to influence
the permeation of water and ions through biological pores. Computer simulations
of models of biological channels indicate that below a critical radius the water in-
side the pore evaporates, preventing ions from entering the pore [33]. This idea has
been investigated in the context of density functional theory [34]. Although density
functional theory provides a powerful theoretical framework to investigate phase
transitions, it neglects the fluctuations associated to the small amounts of liquid
moving into and out of the pore. These fluctuations are expected to play a signif-
icant role in the small confined spaces present in biological molecules. Also, it is
important to note that the formation of a cavity is strongly dependent on the polarity
of the pore [33], and under realistic conditions it could be restricted to pore sizes on
the order of the water molecule radius. A systematic investigation of the effect of
polarizability on hydrophobicity points in this direction [35].

Simple macroscopic thermodynamics offers an intuitive approach to understand
the formation of cavities under confinement conditions. Most theoretical formula-
tions have considered the grand potentials of the liquid, Ωl , and the vapor, Ωv, under
confinement. For the case of two solutes the difference in the grand potential be-
tween one state where there is a cavity between the solutes and another state where
there is liquid in between is given by,

ΔΩ = Ωv −Ωl = (P−Pv)V +2γlv cosθAsl +2Alvγlv (1)

where P is the pressure of the bulk liquid phase, Pv is the pressure inside the cavity,
cosθ = (γsv − γsl)/γlv defines the contact angle of water with the hydrophobic sur-
face, γsv, γsl and γlv are the surface tensions of the solute–vapor, solute–liquid and
liquid–vapor interfaces, whose area is defined by Asl and Alv. Another contribution,
the line tension, is normally ignored since it is a small force [36, 37]. Equation (1)
can be used to find the critical distance defining the threshold for cavitation or water
expulsion. This distance is geometry dependent [27, 28, 30, 35, 43]. For flat parallel
surfaces of lateral size L the critical distance is given by

dc
∼= −2γlv cosθ

(P−Pv)+bγlv/L
(2)

where b ≈ 1 is a geometric factor.
The force arising from the cavitation between two surfaces can be obtained by

differentiation of the grand potential with respect to the inter solute separation D,

f = − ∂ΔΩmin

∂D

∣∣∣∣
T

. (3)

This yields a force due to cavitation on the order of ≈ 2γlvl, where l is a characteristic
length of the material or biomolecule in question. For water, f /l ≈ 15 pN/Å, which
is a rather strong force for nanoscopic-sized units.
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The thermodynamic model discussed above has been tested in a number of
systems using computer simulations. The model is accurate in predicting the qual-
itative behavior as well as the magnitude of the capillary force between hydropho-
bic objects [16, 27, 28, 30, 36]. With regard to biologically relevant problems, this
simple theory has reproduced remarkably well the drying behavior of models of
biological pores. Nonetheless, the accuracy of this model to predict drying in pro-
teins (if present) has not been investigated in detail [32]. Unlike the well-defined
geometrical models investigated in other computer simulations, a real protein has
a very intricate shape, making it difficult to map the protein structure onto simple
geometries.

2.2 Are Hydrophobic Surfaces Really Dry?

Despite all the theoretical and experimental investigations discussed above, the role
played by drying in biological as well as material science problems is still a matter of
dispute. This controversy has attracted considerable attention (see for instance [38]).
Specifically, the formation of stable cavities bridging hydrophobic surfaces has not
been established as a general feature of these systems [39]. Although cavitation
has been reported in experiments using invasive methods such as atomic force mi-
croscopy [25, 40], it has been observed only at or close to contact with the surface
force apparatus [39]. According to nucleation theory, the critical distance for cavity
nucleation should be shorter than 3 nm [24], whereas some experiments have sug-
gested the formation of cavities for surfaces lying tens of nanometers apart. More-
over, estimates of the free-energy barriers involved in cavity nucleation indicate that,
in general, cavitation is an unlikely process for surface separations larger than typi-
cal molecular dimensions. Recent computations using well-defined slit pore models
suggest that the free-energy barriers associated to cavitation in water can be as large
as 20kBT [41]. For such high-energy barriers cavitation might not be kinetically
favored at ambient temperature, and metastable liquid states inside the confined
region could appear instead. For low pressures (atmospheric pressure), theoretical
models predict a strong dependence of the free-energy barrier on the contact an-
gle, ΔG ∝ 1/cosθ [42]. This relation has been tested with computer simulations of
simplified models [43] showing good agreement with the theoretical expectations.
The main message is that the cavitation process becomes more and more difficult as
one approaches contact angles close to 90◦. Hence, only for contact angles of 180◦

(perfect hydrophobicity) would the process be spontaneous.
Very recent experiments of water next to hydrophobic surfaces are starting to

provide a clearer image of the microscopic structure of water next to such surfaces.
Neutron [44] and X-ray [45, 46] experiments have examined the interface between
water and a hydrophobic layers (such as octadecylsilane). The results from these
works support the existence of a layer of reduced density at the interface, i.e. they
do not observe “nano-bubbles” or drying.
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2.3 Sensitivity of Drying to Protein–Water Interactions

Understanding the forces underlying the folding of proteins as well as determining
the folding temperature dependence is an important target of biophysics research.
The exact role played by water continues to be a subject of intense investigation.
In this sense the experiments and theoretical studies mentioned above can provide
some important clues as to the behavior of water at hydrophobic surfaces in biolog-
ical systems. It is important to note that the folding of soluble proteins is promoted
by temperature (“cold denaturation”) [47]. This suggests that the hydrophobic inter-
actions become stronger with increasing temperature, a fact that is also observed in
non-biological systems [14]. This observation is difficult to rationalize in terms of
interfacial forces, since the surface tension decreases with increasing temperature.
In fact an increase in the force with increasing temperature suggests that there is a
strong entropic contribution to hydrophobic forces. Therefore, alternative explana-
tions to the unusual temperature dependencies are sought.

In a paper, Pratt has reviewed the molecular theory of hydrophobicity [48]. In
that review it is noted that the scaled particle theories have played a very important
role in the understanding of hydrophobicity. These theories target the free energy
associated with a hole forming in a liquid. The probability of generating a hole
of a certain size is determined by the liquid structure, and it can be considered
as a fingerprint of the liquid. At the molecular scale, water is stiffer than organic
liquids (see [48]). This limits the probability to form holes much larger than the
average hole size, which is of the order of one molecular diameter. In contrast, other
solvents such as ionic liquids display a greater tendency to form holes of significant
size [49]. It is interesting to note that theories designed to obtain information on the
hole probability distribution in liquids predict some of the unusual dependencies of
hydrophobic hydration with temperature [5].

Experiments also indicate that it might be difficult to generate dry states even
after protein folding has occurred. Ernst et al. [19] investigated the presence of water
in the solution structure of human interleukin-1β . They found evidence for the ex-
istence of positionally disordered water in a naturally occurring hydrophobic cavity.
The actual behavior of water is nonetheless unclear, as observed in a considerable
number of protein simulations, since drying inside a protein is very sensitive to the
protein–water interactions [17, 18]. In one investigation [17] considering the BphC
enzyme, it was observed that water remains in the structure with a density lower
than the bulk density. When the electrostatic interactions were switched off drying
was observed. One conclusion from these studies is that drying depends critically
on the strength of the solute–solvent electrostatic interactions. A similar conclusion
has been reached in computer simulations of polarizable and charged solutes im-
mersed in water [30, 35, 50]. Alternative investigations of the mellitin tetramer have
suggested the existence of a marked drying transition inside the tetramer structure,
which consists of a nanoscale channel with a size of the order of two to three water
molecule diameters. Nonetheless, it has been pointed out that such a drying transi-
tion is very sensitive to mutations in the protein residues [18]. Computer simulation
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studies of more simplified protein models based on Go’s [51] potential indicate,
however, that the folding can proceed in such a way that most of the structural
transformation of the protein occurs before water is expelled [52]. The Go model
reproduces many geometrical features of the transition state and the intermediates
of rapidly folding proteins, and therefore it is expected that the results obtained with
this model may be of relevance to a wide range of protein structures.

2.4 Water Behavior Near Polarizable Surfaces

The sensitivity of the drying process to the protein–water interaction suggests that
drying, if present, is a very subtle process. It is important to note that drying would
be favored in systems involving very weak solute–solvent interactions, i.e. for very
weakly polarizable solutes and surfaces. There is experimental and theoretical evi-
dence, however, that supports that the hydrophobic regions in proteins are actually
polar to a certain extent. Experiments suggest permittivities of the order of 4 for
hydrophobic spots [19] and ε ≈ 10 for regions of catalytic relevance. King et al.
[20] have performed a detailed investigation of dielectric properties of proteins us-
ing molecular dynamics simulations. These authors investigated the electrostatics
of trypsin and computed the dielectric constant at different regions in the proteins,
finding a dependence of the permittivity on the protein site. This work emphasizes
the usefulness of macroscopic concepts such as the dielectric constant to address
the strength of electrostatic interactions in biomolecules. The existence of ioniz-
able groups [53] in the interior of proteins lends further support to the existence of
hydrophobic regions with medium permittivities.

Although most theoretical investigations of the hydrophobic interactions have
completely ignored the polarizable character of hydrophobic solutes, some recent
work has evaluated the impact of this interaction on biologically relevant sys-
tems [54]. The effect of polarization was considered in investigations into the pas-
sage of water through nanoscopic-sized channels, which could emulate protein
channels. It was found that polarization can favor water permeation through the
pore, and also intermittent permeation of water on nanosecond timescales as well
as permeation enhancement due to the presence of ions inside the pore. The po-
tential relevance of polarization in biological channels was already discussed by
Parsegian more than 30 years ago [55]. Many theoretical approximations include
the effect of dielectric discontinuities on surfaces (although many neglect, at first
approximation, the solute and, notably, the solvent structures). For example, re-
cent theories of DNA, using a Debye-Hückel form for the electrostatic interactions
between DNA, found that short-range repulsive forces between DNA may be as-
cribed to the interaction between the helical charge on one molecule with its in-
duced charge in the other molecule [56]. Such approaches have also been considered
in investigations of electrostatic interactions in metalloproteins (cytochrome c551,
azurin and plastocyanin) [57]. This approach can provide important insights into
the electrostatic interactions of these complex systems. Given the heterogeneous
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hydrophobic character of proteins [20] a more detailed microscopic representation
of the dielectric inhomogeneities, as well as a molecular-level representation of the
solute–water dielectric interface, is desired. Recent work [58, 59] has shown that
water can exhibit an anomalous dielectric behavior near polar surfaces. This notion
invalidates a simple representation of water as a dielectric media when considering
highly confined systems.

Very recently we have developed a computational approach to investigate the
interactions of polarizable solutes in explicit water. By using well-defined solute
geometries it is possible to conduct a systematic investigation of the effect of polar-
izability on the water structure and on the solvation energies of the solute [30, 35].
This work suggests that polarization is indeed a very important variable in deter-
mining the physical behavior of water next to hydrophobic surfaces. Simulations
of proteins with polarizable forcefields also point in this direction. Berne and co-
workers have investigated, using molecular dynamics simulations, the bovine pan-
creatic trypsin inhibitor in water [60]. They find that the combined effect of protein
and water polarizability results in an enhancement of water structure and dynamics
near the protein surface. The main conclusion from both experimental and theo-
retical studies is that polarization cannot in general be ignored, and that a proper
description of biological systems might require including its contribution, either ex-
plicitly or implicitly in an effective potential, if this is possible.

As outlined above, polarization can be an important element in the theoretical
investigation of biological systems, and its contribution should not, in general, be
neglected. Current questions of relevance in this area are: how might polarizability
inhibit drying at a molecular scale?, what is the impact of polarizability on biological
processes (e.g., protein folding)? and, generally, how does polarizability affect the
hydrophobic interaction? These are of course very complex questions and answering
them will require the concerted effort of experimentalists and theoreticians. In the
next section we discuss recent developments in this direction.

3 Computer Simulation Treatment of Polarizable
Hydrophobic Solutes

The investigation of the influence of polarizability on hydrophobic forces is a rather
complex question. The development of new methodologies that enable the incor-
poration of solute polarization explicitly within computer simulations may help to
address this question. There is a significant number of computer simulations that
have considered polarization effects at the atomic level [60, 61, 62, 63, 64]. Many
approximations assume a scalar polarizability and linear polarization. Thus the po-
larization effects have been included by computing the dipole induced by a given
charge distribution on a particular atom [65]. Other approaches model the polariza-
tion site as a collection of charges whose magnitude can fluctuate in response to
the environment [66]. An interesting implementation of this approach considers the
charges as dynamic variables through a Lagrangian formalism [67].
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The importance of polarization effects have been considered in the context of
small hydrophobes, such as methane, in water. The first simulations of this system
offered contrasting interpretations with regard to the influence of polarization on the
methane–methane interactions [63, 64]. In a recent study it was shown that the in-
teractions between these small solutes are rather insensitive to polarization. On the
other hand computer simulations of extended polarizable surfaces [30, 35, 54] in
explicit water indicate that the water structure is very sensitive to the surface polar-
izability. The observation of water restructuring at these surfaces indicates that the
polarizability might also be relevant in determining the behavior of real hydropho-
bic surfaces. The modeling of the polarizability in extended surfaces has been done
using an induced charge approach [30, 68]. This approach is briefly discussed in
the following section.

3.1 Computer Simulations of Extended Polarizable Solutes

This methodology treats the polarizable solute as an isotropic linear dielectric
whereas the solvent (water) is modeled explicitly. This means that the polarizability
of the solute can be quantified in terms of a single permittivity, εin. In this way by
varying εin one can study systematically the effect of solute polarizability. In order
to compute the induced charges on the solute surface, a homogeneous set of grid
charges that envelopes the solute is considered. The computation of the polarization
reduces to a calculation of the magnitude of the grid charges for a given solvent
charge distribution. This calculation requires the computation of the electrostatic
potential through Poisson’s equation,

∇2Ψ(r) = − q
ε0

δ (r− r′) (4)

which gives the potential at a point in space, r, due to a charge q located at r′. The
total electrostatic potential everywhere, Ψ(r) is given by,

Ψ(r) = Ψext(r)+Ψind(r) (5)

where Ψext and Ψind are the electrostatic potentials due to the external charges and to
the induced charges respectively. The external contribution can be computed using
Coulomb’s law. On the other hand the calculation of the induced charge contribu-
tion is a classical problem in electrostatics, provided the solute has a well-defined
geometry. An explicit expression for the potential can be derived by considering that
the normal component of the displacement field, D, and the tangential component
of the electrostatic field, E, have to be continuous across the dielectric discontinuity
associated with the water–solute interface, i.e.,

(Dout −Din) ·n = 0 (6)

(Ein −Eout)×n = 0 (7)



Interactions of Polarizable Media in Water and the Hydrophobic Interaction 53

where ‘in’ and ‘out’ refer to regions inside and outside the polarizable solute. By
imposing these conditions and assuming a sharp boundary between both dielectric
media (solvent and solute) one can obtain Ψind, and therefore, the total electrostatic
potential, Ψ . The induced charge at the solute surface is then given by,

σind(rsurf) = P ·n = −ε0χ
(
∇∇∇Ψ(r)r=rsurf

)
·n (8)

where χ is a function of the electric permittivities of the solute and the surrounding
media (the solvent),

χ =
εin

εout
−1, (9)

rsurf is a vector that represents the location of the induced charge on the solute sur-
face, n is the unit radial vector normal to the solute surface, and P(r) is the polar-
ization. For a solute defined by a cylindrical geometry one can derive an explicit
expression for the induced charge (8) [30, 69],

σind(Rc,φ ,z) =
∞

∑
m=−∞

eimφ
∫ ∞

0
dk

(κ −1)q
2π2Rc

I′(kRc)Km(kd)
Im(kRc)K′

m(kRc)−κI′m(kRc)Km(kRc)
cos(kz)

(10)

which now defines the induced charge in terms of modified Bessel functions,
κ = 1+ χ , the position of the induced charges inside the cylinder, Rc, the distance,
d, to an external point charge, q, and the cylindrical coordinates φ ,z.

Recently, we have implemented an efficient molecular dynamics algorithm which
relies on the computation of the induced charges using equation (10) [30]. For a
solute immersed in an aqueous solution, the simulation proceeds by computing at
each time step the induced charges associated with a given charge distribution of
the solvent. The method provides a good account of the exact potential generated
by the induced charges (see Fig. 2). The small differences with the exact potential
are connected with the use of a grid to compute the induced charges. One advantage
of using such a grid is that the electrostatic interactions can be computed using a
standard Ewald or particle mesh Ewald methods [70].

Water

D

Fig. 2 (Left) Sketch of helix bundles in a lipid-binding protein (1EQ1), (middle) B-DNA chains,
and (right) a model consisting of polarizable cylindrical solutes immersed in water. εin represents
the permittivity of the hydrophobic solutes and D is the inter-solute distance
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3.2 Water Structure Next to Extended Polarizable Solutes

The induced charge model described above has been used to simulate polariz-
able media immersed in water [30, 35, 54]. These simulations have considered a
rigid model for water, the Simple Point Charge Extended (SPC/E) model [71]. In
these studies the polarizability of water was not included. This begs the question
whether such an approximation is accurate. The SPC/E model very accurately pre-
dicts the bulk properties of water at ambient conditions, with thermodynamic and
structural properties similar to those obtained with more sophisticated polarizable
models [72]. Computer simulations of completely hydrophobic and metallic sub-
strates offer similar conclusions [73, 74]. This contrasts somehow with the simula-
tions of polarizable water next to a polarizable protein (bovine pancreatic trypsin
inhibitor) [60], in which qualitative differences in the behavior of water when both
the protein and water are polarizable are observed. Nonetheless, it is worth mention-
ing that the reported differences appear to be significant only near charged residues,
not hydrophobic residues. This fact makes it difficult to assess the impact of the
polarizability of a hydrophobic residue on the water properties. Nonetheless, using
simplified models of polarizable, but hydrophobic residues, this question may be ad-
dressed. Recently, we have investigated the behavior of water next to a cylindrical
polarizable solute. The cylindrical geometry is relevant to a number of biophysical
problems, such as the modeling of protein bundles or DNA–DNA interactions [56]
(Fig. 3). Similar models have also been used in theoretical approximations based on
the square gradient theory [26].

The simulations show that the water structure around the solute is very sensi-
tive to the solute polarization. Figure 4 [30] shows a typical density profile of water

Fig. 3 Electrostatic potential due to an induced charge on a polarizable cylindrical solute (εin = 2,
Rc = 7), arising from an external unit charge at different distance from the cylinder axis. Full lines
exact solution, dotted lines numerical approximation employed in molecular dynamics computer
simulations [30]
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Fig. 4 Water (oxygen) density profile about a polarizable cylindrical solute. The graph illustrates
the impact that the solute polarizability has on the water structure [30]

around a polarizable cylindrical solute. Non-polarizable solutes (εin = 1) exhibit
water depletion from the solute surface. Increasing the polarizability favors the ad-
sorption of water on the solute. For relatively high permittivities (εin = 20) the po-
larization induces strong layering in the water structure. These results suggest that
regions of dissimilar permittivities, which are found in biomolecules such as pro-
teins, will induce a very different water structuring. In addition to polarization, it is
expected that the geometry and also the size (see for instance [75]) of the substrate
will also play an important role in determining the structure and general behavior
of water. Indeed, recent simulation work has shown that the protein topography can
induce strong changes in the structure and free energy of hydration layers [12].

Biologically
relevant hydrophilic

hydrophobic

εin

Fig. 5 (Left) Definition of the contact angle of a polarizable solute adsorbed at the water–air inter-
face. Light colors indicate liquid density, dark colors vapor. (Right) Variation of the solute–water
contact angle with solute polarizability (εin)
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An insight into the free-energy changes undergone by water near polarizable sur-
faces has been given recently [35]. Indirect information of surface energies (surface
tensions) can be obtained by investigating the contact angle of water with polariz-
able solutes. Figure 5 shows an example of the dependence of the contact angle of
a polarizable solute on the solute permittivity. For completely hydrophobic solutes
that do not include attractive forces between the solvent and the solute, the contact
angle is 180◦, i.e. there is complete drying. Interestingly, it was found that very weak
polarizabilities, εin ≈ 3, can inhibit drying. Also, it was found that the wetting behav-
ior of polarizable solutes varies significantly over a small interval of permittivities,
εin = 1 . . .10. This interval seems to be relevant to many biological systems, where
normally hydrophobic regions are assigned permittivities in the range of ε = 1 . . .10.

4 The Influence of Solute Polarizability
on the Hydrophobic Interaction

Two questions of great biological significance are (i) what is the mechanism that
drives hydrophobic attraction? and (ii) what is the order of magnitude of the forces
arising from such interactions? As discussed above, although drying has been put
forward as a possible explanation of the behavior, as observed in computer simula-
tions of realistic proteins [17, 18, 32, 33], it is also true, as seen in these simulations,
that drying is very sensitive to the solute–solvent interactions. We have shown re-
cently that the hydrophobic interaction is likewise very sensitive to the solute polar-
izability, and that the microscopic mechanism associated with the strong attraction
between weakly polarizable solutes cannot be explained in terms of capillary inter-
actions alone.

Figure 6 shows an example of the variation of the hydrophobic forces between
two cylindrical polarizable solutes with inter-solute separation. The main point
to make is that the force is strongly dependent on the hydrophobic character of
the solute, showing clearly a different behavior for purely hydrophobic substrates
(ε = 1,θ = 180◦) as compared with weakly polar solutes (ε > 5,θ = 130◦). The hy-
drophobic force for purely hydrophobic substances is characterized by a discontinu-
ous jump at a specific inter-solute separation. This behavior stems from the existence
of capillary evaporation or drying (see Sect. 2.1). For solute separations smaller than
the critical distance the inter-solute region nucleates a vapor cavity (see Fig. 6), re-
sulting in the formation of liquid–vapor interfaces. The surface tension then pro-
vides a strong attractive force. For separations larger than the critical distance, the
interstitial region is filled with liquid at the water bulk density (cf. Fig. 6) and the
effective force between the solutes is zero. We have shown that the critical distance
can be accurately estimated using the thermodynamic model discussed in Sect. 2.1.
The applicability of the thermodynamic model to other polarizable solutes (ε ≈ 5) is
nonetheless limited. In these cases the forces decrease continuously with solute sep-
aration, demonstrating an absence of capillary drying for these weakly polarizable
objects. Also, the forces observed in this instance are of the same order as that of
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Fig. 6 (Left) Forces between polarizable solutes in water as a function of solute separation. The
corresponding contact angles for the different permittivities is also indicated. (Right) Variation of
the water density in the inter-solute gap with solute-solute separation

the capillary forces arising from drying, although the physical origin of these forces
is completely different. In fact the attractive forces are connected to the existence of
stable low-density states (see Fig. 6) in between the polarizable solutes. The forces
arising from weakly polarizable objects can therefore be defined as depletion forces.
We would like to note that the water behavior and the associated forces can be very
sensitive to the pressure. This fact has to be taken into account in computer simula-
tions of hydrophobic systems.

Figure 6 (right) illustrates the dependence of the density in the interstitial region
with inter-solute separation. The density increases continuously with separation;
this behavior is consistent with a continuous decrease in the force (cf. Fig. 6). The
existence of a low density region at hydrophobic surfaces has been discussed in
a number of theoretical and experimental works. Molecular dynamics simulations
of the BphC enzyme have reported water densities that are ≈ 10% the bulk water
density. Similarly, low density states are found in water confined between structured
hydrophobic substrates [29, 31]. Experiments also point toward the existence of low-
density regions in the vicinity of hydrophobic surfaces. Neutron diffraction [44] and
X-ray [45, 46] reflectivity experiments of water next to hydrophobic surfaces sug-
gest the existence of a small hydrophobic gap of the order of the water molecule
diameter. Although the reflectivity experiments do not correspond to confined sys-
tems, they provide evidence for the absence of bubble nucleation at hydrophobic
surfaces. The simulation results discussed above are important for testing some
hypotheses that have been put forward to explain the absence of cavities between
hydrocarbon surfaces. The dependence of the activation energy for cavity nucleation
on solute hydrophobicity, ΔG ∝ 1/cos(θ), suggests the existence of a large kinetic
energy barrier for cavitation, which would result in a liquid metastable state between
hydrophobic surfaces [41, 43]. The results obtained recently for water confined
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between hydrophobic polarizable solutes offer another perspective (see Fig. 6, and
[30, 35]). In this instance there is no evidence for metastable liquid states. The re-
producibility of the low-density states, which are instead observed, can be tested
within computer simulations [17, 35]. Figure 7a shows an example of such a test,
where the low-density states are obtained irrespective of the initial conditions. Sim-
ilar conclusions can be drawn from the results reported for the Bphc enzyme pro-
tein [17]. On the other hand, the simulations of water between polarizable cylinders
(see Fig. 7a) also show that the water-density fluctuations in the interstitial region
can be very significant. It has been shown that these fluctuations match a Gaussian
distribution [35], indicating that the existence of intermittent liquid–vapor phases
inside the confined region is not a likely explanation for the low-density phases.
The importance of thermal fluctuations in the density of water confined between
polarizable solutes can be inferred from the difference between the excess chemical
potential, i.e., that attributed to interactions, of water in the interstitial region and of
water in the bulk. The total chemical potential in the interstitial region, μint, is equal
to the total chemical potential in the bulk, μbulk, since the interstitial region is an

Dry

Wet

εin = 5, D = 24 Å

(a)

(b)

Fig. 7 (a) Evolution of water density in the inter-solute gap for two different starting configura-
tions. (b) Snapshot of the water structure in the intersolute gap. Hydrogen bonds between water
molecules have been highlighted as dashed lines
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open region where the water molecules can enter and leave freely,

kBT lnρint + μex
int = kBT lnρbulk + μex

bulk (11)

For the low-density phases this results in an excess chemical potential difference of
μex

int −μex
bulk =−kBT ln[ρint/ρbulk] = +0.5 · · ·+2kBT , demonstrating the importance

that thermal fluctuations play in the behavior of water in these confined systems.
Finally, the structure of the low-density phases described above seems to be com-

patible with the formation of fluctuating water aggregates, where the molecules
form a low-dimensional network, characterized by a number of hydrogen bonds
per molecule on the order of 2. In this sense hydrogen bonding represents a viable
energetic alternative to stabilize these states. An example of such a low dimensional
network is given in Figure 7b. It is worth mentioning that recent experiments on
the structure and thermodynamics of the binding of solvent at internal sites in T4
lysozyme [76] suggest that water binding becomes more favorable in larger cavi-
ties, since the water molecules are free to form more hydrogen bonds between each
other than in a less-confined space. The stability of water structures in hydrophobic
cavities has also been illustrated in computer simulations of water in nanotubes.
These simulations show spontaneous and continuous filling of hydrophobic car-
bon nanotubes [77]. In this case the water molecules form a one-dimensional or-
dered chain and develop densities inside the nanotube much higher than the bulk
water density. This result might be of relevance to understanding water behavior
in biological channels. Also, recent investigations of water confined in non-polar
cavities made of fullerenes has shown that the fullerenes can be filled with highly
structured water clusters [78]. Overall, all these studies indicate that water is very
efficient in stabilizing states with densities different from the bulk value. This sta-
bilization is very likely facilitated by the ability of water to form hydrogen bonds,
which are energetically stronger than the typical dispersion forces operating in sim-
ple liquids.

5 Outlook

There is general consensus that hydrophobic interactions play a very important role
in regulating biological processes such as protein folding and the self-assembly
of biomolecules and materials. Nonetheless, there are many different interpreta-
tions concerning the microscopic mechanism regulating hydrophobic forces, and
the exact details of how water regulates conformational changes is still a matter of
debate. In the last few years, there have been important advances in our understand-
ing of the molecular theory of hydrophobic effects. This has been possible thanks
to developments of experimental techniques, advances in theoretical approaches as
well as new computer simulation methodologies. In particular, computer simula-
tions have provided unprecedented detailed information on the molecular structure
of water confined within hydrophobic surfaces. Both simulations of biomolecules
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and materials have provided evidence for capillary evaporation of water under
confinement. Nonetheless, they have also shown that drying is strongly dependent
on the water–substrate interactions. Also, there is evidence that the topography of
the substrate plays a relevant role in determining the local structure and energetics of
water. Investigations of proteins and biological channels confirm this. Furthermore,
detailed investigations of the effect of polarizability on nanosized substrates indi-
cate that polarizability can inhibit drying. All these results do suggest that drying,
if present, might appear only under rather exceptional circumstances in nanoscopic
substrates.

There is growing evidence that, under confinement conditions, water can be-
come stabilized in low-density states. These states do appear in the presence of hy-
drophobic substrates. Examples of such reduced density regions have been reported
in computer simulations of proteins, hydrophobic pores, and extended polarizable
surfaces. Likewise, neutron diffraction experiments and X-ray experiments of water
at hydrophobic surfaces provide evidence that supports the existence of a deple-
tion layer of molecular dimensions, i.e., there is no evidence for the formation of
nanobubbles at the surface. Computer simulation investigations of polarizable hy-
drophobic objects offer a microscopic view consistent with a low- density phase
that can undergo significant density fluctuations. Hydrogen bonding seems to play
an important role in stabilizing these low-density states. More work is needed to
understand the influence of solute geometry and solute–solvent interactions on the
behavior of water in confined spaces. Also, further work is needed to investigate the
relevance of these fluctuations in driving biomolecules through a particular kinetic
path. It has been noted that water fluctuations can modify protein dynamics and even
affect its function, providing another question for future study.

The sensitivity of hydrophobicity to the substrate–solvent interactions is reflected
also in the forces between hydrophobic objects. It has been found very recently that
substrate polarization has a very strong impact on the hydrophobic interaction. This
modification of the forces is connected with the inhibition of drying and the sta-
bilization of the low-density states mentioned above. As compared with the forces
expected from capillary drying, the forces associated with low-density states are
weaker but, surprisingly enough, not much weaker. In fact the typical forces mea-
sured in computer simulations, 25–50 pN, are of the same order of magnitude as the
forces measured in experiments involving protein unfolding events [79, 80]. Further
work is needed to understand the role played by water in tuning the forces measured
in protein experiments. It is clear that a combination of powerful theoretical and ex-
perimental techniques will enable researchers to advance these complex questions
in the forthcoming years.
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Metastable Mesoscopic Phases in Concentrated
Protein Solutions

P.G. Vekilov, W. Pan, O. Gliko, P. Katsonis and O. Galkin

Abstract It is sometimes claimed that the cytosol around the organelles, tubules,
and other cellular structures represents a liquid phase. On the other hand, almost
all protein molecules in the cytosol participate in complexes with other proteins,
nucleic acids, small molecules, etc. The two pictures of a homogeneous liquid and
a granular multiscale mixture appear incompatible. Thus, an important question in
physical biology is whether the protein complexes represent a property of the pro-
tein solutions, or are the result of complex specific interaction involving multiple
biological molecules.

We apply light scattering, atomic force microscopy, and other techniques to
demonstrate that even solutions of a single protein of moderate concentration do
not comply with Gibbs’s definition of phase. In such solutions clusters of sizes from
several tens to several hundred nanometers exist and have limited lifetimes. These
clusters have a higher free energy than the protein solution, and their lifetime is
determined by a barrier for their decay. The clusters affect the viscous and visco-
elastic behavior of the solution and are an essential part of potential condensation
and aggregation pathways. Since the clusters are observed in solutions of single pro-
teins, they indicate that the proteins have an intrinsic propensity to form mesoscopic
structures, which likely is utilized in the formation of the protein complexes in the
cytosol.
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Cluster theories developed for colloid systems appear inapplicable to proteins
due to the high level of implied Coulombic repulsion. A Monte Carlo model with
protein-like potentials reproduces the metastable clusters of dense liquid with lim-
ited lifetimes and variable sizes, and suggests that the clusters’ sizes are determined
by the kinetics of growth and decay, and not by thermodynamics. A microscopic
theory, which should account for stabilizing and destabilizing factors involving pro-
tein molecules and solvent inside the clusters, is still to be developed.

1 Macroscopic and Mesoscopic Phases

The cytoplasm of living cells is a highly heterogeneous environment, containing or-
ganelles, tubules, filaments as well as the “free” cytosol [1]. This free cytosol is an
aqueous solution of proteins, RNA, and smaller organic and inorganic molecules.
The components of the cytosol occupy from 30 to 50% of its volume [2]. Besides
being crowded, the “free cytosol” is neither homogeneous nor at a steady state: The
sizes of the molecules in it vary from 2 Å for water to several tens of nanometers
for macromolecular complexes. Many of these complexes have finite lifetimes and
characteristic times of their formation and decay occupy a wide spectrum. The most
fundamental processes of life—biochemical transformations, binding, protein syn-
thesis and folding, aggregation, etc.—take place in this crowded and structurally
and dynamically complex environment.

This complexity of the cytosol is reflected in the ongoing discussion about its
phase state: while it is generally accepted that the cytosol is a liquid, there are claims
that it is more akin to a gel [3]. Another controversy surrounds the issues of whether
the cytosol is a single phase, or represents multiple phases in equilibrium [4]. If one
attempts to understand this controversy from first principles, one should start from
Gibbs’s definition of phase. A phase was defined as a homogeneous part of a hetero-
geneous system [5, 6]. The homogeneity was assumed to only apply to macroscopic
lengthscales, while at certain mesoscales, fluctuations of properties (composition,
density, structure, etc.) occur [5, 6, 7]. Importantly, the deviations from the mean
values of the properties in a fluctuation were assumed to be infinitesimal. Clearly,
the cytosol does not fit the classical definition of phase.

With that in mind, a question arises if the inhomogeneities, structures, and dy-
namics in the cytosol are intrinsic properties of the macromolecular solutions, or
these features only appear if multiple proteins and nucleic acids interact via com-
plex biological mechanisms. In the former case, structures would be present even in
solutions of single proteins. One can start to address this issue from recent results on
colloid solutions, resembling solutions of proteins. Theory and simulations predict
that the combination of Coulomb repulsion at intermediate separations and attrac-
tion via, e.g., van-der Waals forces, at short separations, could lead to the formation
of clusters [8, 9, 10]. The lifetime of these clusters was found to be long and they
were assumed to be in equilibrium with the initial solution, i.e., stable. However,
their composition was found to differ from any microscopic phase, present in the
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phase diagram in the solution. Furthermore, over long periods, the clusters were
not found to grow to macroscopic regions of another phase. Thus, the system with
the clusters is not the heterogeneous system with phases represented in the phase
diagram [10, 11].

Particularly intriguing are clusters in protein solutions. If such clusters were
found, this would indicate that the proteins have an intrinsic propensity for ag-
gregation and association, which is likely the basis for the dynamic structures
existing in the cytosol. Another reason why protein clusters are of interest is
because they may be involved in phase transitions in the solution. Such phase
transitions—aggregation [12, 13, 14], crystallization [15], polymerization [16], fib-
rilization [13, 17], etc.—underlie several pathological conditions and are parts of
laboratory and technological procedures [18].

An important example of the protein phase transitions with pathophysiological
consequences is sickle cell anemia [19, 20]. This is a genetic disease caused by
a single mutation from glutamate to valine at the sixth site of the hemoglobin β
chain [21], resulting in abnormal hemoglobin, HbS [22]. Despite the local character
of the mutation, the clinical manifestations of the disease are very diverse and range
from life-threatening to asymptomatic conditions [19, 20]. Although stem-cell trans-
plantation and gene therapy are promising the hope of a cure [23], in practice these
treatments may be costly and not readily available in developing countries, where
the incidence of the disease is highest. Thus, a search for other means of therapeutic
intervention is still ongoing [20].

One of the basic events in sickle cell anemia is the polymerization of HbS in-
side the red blood cells, which occurs upon deoxygenation of hemoglobin [24]. HbS
polymerization is a first-order phase transition in solution [25]. Significant efforts in-
vested in the investigation of the polymerization mechanisms have brought a wealth
of information and a feeling of understanding of the physico-chemical fundamen-
tals of the process [16], yet no effective antisickling drug has been found [26]. The
current treatment strategies do not include attempts to directly inhibit hemoglobin
sickling [27]. A major obstacle for the antisickling approach has been the high con-
centration of hemoglobin inside the erythrocytes, which is incompatible with ac-
ceptable concentrations of a drug targeting most HbS molecules [28]. Thus, further
studies of the polymerization mechanisms are needed.

The process of HbS polymerization has been divided into homogeneous nu-
cleation of polymer fibers, growth of the fibers, and heterogeneous nucleation of
new fibers on top of existing ones, leading to spherulites and eventually to a thick
gel [29, 30, 31]. The homogeneous nucleation has an exponential dependence on
HbS concentration and is susceptible to control via the solution composition. Re-
cently, there has been an extensive discussion of a nucleation mechanism for or-
dered solids, whereby dense liquid phases serve as precursors and enhancers of
nucleation [32, 33, 34, 35, 36, 37, 38, 39, 40]. In view of the lack of macro-
scopic dense liquid in near physiological HbS solutions, particularly important is
the finding that such dense liquids carry out their nucleation function even if they
are metastable with respect to the generating solution and only exist as mesoscopic
clusters [36, 39, 40].
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Fig. 1 Free energy G landscape for different phases possible in protein solutions. The abscissa is
a generalized configuration coordinate, which can be thought of as protein concentration + degree
of ordering of the protein molecules. For many protein solutions in certain ranges of concentra-
tion, temperature, and additive type and concentrations, the dense liquid phase is metastable with
respect to both the protein solution at left and the ordered solids at right. Often, increasing the
concentration of an additive lowers the free energy ΔG of the dense liquid to a level below that of
the solution. Because of the slow formation of the ordered solids, the dense liquid is kinetically
stabilized and can form macroscopic regions

In these lecture notes, we discuss dense liquid clusters in protein solutions. To
understand the participation of the protein clusters in the formation of other phases,
one should consider a free energy diagram, which includes clusters. In the free en-
ergy landscape [41] of a system with complex interactions, illustrated in Fig. 1, the
homogeneous solution and an ordered solid phase (e.g., crystal) can be viewed as oc-
cupying deep valleys at the ends of a configurational coordinate, a one-dimensional
projection of the multi-dimensional order parameter The configurational space be-
tween the minima is taken not by a single smooth ridge, but may possess several
shallower valleys, separated by low ridges. These valleys represent metastable and
disordered, including “liquid,” phases. The heights of the ridges between them de-
termine the lifetimes of the metastable phases. Within this viewpoint, the clusters
appear as mesoscopic pieces of the intermediate metastable phases that never grow
to macroscopic dimensions due to their limited lifetimes and are distinct from the
phases occupying the deep minima.

The experimental tests for clusters below were carried out with two proteins:
sickle cell hemoglobin and lumazine synthase, depicted in Fig. 2. In HbS solu-
tions, pathophysiology-related polymerization occurs at concentrations above 170
mg ml−1 and this is why we study the clusters at concentrations in the range of
60–130 mg ml−1. In solutions of lumazine synthase, crystallization occurs at a low
2.5 mg ml−1 [42]. Hence clusters were studied at concentrations between 1 and 9
mg ml−1. To probe the effect on clustering of the mutation in HbS which leads to
its pathological behavior, we also monitored clustering in solutions of oxy-HbS and
oxy- normal adult hemoglobin, HbA. Oxy-HbS differs from deoxy-HbS by a con-
formation change from T- to R-(in oxy-HbS) state, which facilitates the binding of
four O2 molecules [43, p. 212]. Oxy-HbA differs from oxy-HbS by having a glu-
tamate instead of valine at the two β6 sites. The only condensed phases known for
oxy-HbS and oxy-HbA are crystals that form over many days. Experimental details
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a ba b

Fig. 2 Models of the protein molecules. (a). Lumazine synthase from Bacillus subtilis, an icosa-
hedral hollow capsid of 60 identical subunits [45, 46], involved in the biosynthetic pathway of
riboflavin [47, 48]. It consists of 60 identical subunits and has icosahedral symmetry with diameter
∼15.6 nm and molecular mass Mw ∼106 g mol−1. Note the roughness of the molecular surface.
(b). Human hemoglobin, oxygen transporter [49]. The molecule consists of four subchains, two α
and two β . Long molecular dimension is ∼5.5 nm, molecular mass Mw = 64,000 g mol−1

about the studied proteins are provided in [42, 44]. Before we discuss the results
with the two proteins, we introduce the experimental methods that can be used to
study and understand the clustering behavior in protein solutions.

2 Methods of Detection and Monitoring of Metastable Clusters

2.1 Dynamic Light Scattering Monitoring of Clusters Sizes
and Numbers

Dynamic light scattering (DLS) data are collected at angles θ ranging from 30 to
150◦. The typical cuvettes for static and dynamic light scattering are cylindrical
with a 10 mm diameter. These cuvettes require at least 400 μl of solution, which
may not be available for a precious protein. One can fabricate small-volume cu-
vettes from a silica tube with an inside diameter of 1.5 mm to reduce the solution
volume to ∼40 μl. The results obtained with the small cuvettes should be validated
by a comparison to data acquired using a standard cuvette with an easily available
protein.

To determine the lifetime of the clusters and monitor their long-term evolution,
DLS data are collected every 30 s over periods of up to 3 h, starting within several
seconds of solution preparation.

DLS yields an intensity correlation function g2(τ), which characterizes the rate
of intensity variations I(t) over a total acquisition time Δt. g2 is defined from the
intensity at two times, t and (t – τ) as [50]

g2(τ) = 〈I(t)I(t − τ)〉Δt /〈I〉
2
Δt (1)
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where 〈〉Δt signifies averaging over time Δt and 〈I〉Δt is the average intensity for
the entire period of data acquisition. Since light is scattered by the fluctuations
of concentration, the correlation function mostly characterizes the rate of diffu-
sion of the scatterers during the decay of the fluctuations [51]. This diffusion
rate is, in turn, determined by scatterers’ sizes and the viscosity of the medium,
in which they are suspended [52]. In some cases, the fluctuations decay not be-
cause of the diffusion of scatterers, but because of decay of scatterers with limited
lifetime. This case is discussed in relation to the clusters in hemoglobin solution
below.

The normalized correlation function g2(τ), illustrated in Fig. 3, can be repre-
sented as the square of the sum of exponential members representing the scatter-
ers with different diffusion rates Γi, modified by a noise function ε . Our dynamic
light scattering experiments are aimed at identifying one or two scatterers: single
molecules and, in some cases, larger clusters. Hence [53]

g2(τ)−1 =
(

A1e−τ/τ1 +A2e−τ/τ2

)2
+ ε(0,σ(τ)) (2)

where τ1 = 1/Γ1 and τ2 = 1/Γ2 are the characteristic times of the diffusion of scatterers
(Γ1 and Γ2 are the respective diffusion rates), whose contribution to the scattered
light has amplitudes A1 and A2. ε(0, σ(τ)) is the noise function, which is expected
to have a Gaussian distribution width σ , centered at 0.

The characteristic times τ1 and τ2 are more readily determined from the distribu-
tion function of the decay rates G(τ), illustrated in the same Fig. 3. This G(τ) can
be expressed as

g2(t)−1 =
(∫

G(τ)exp(−t/τ)dτ
)2

(3)

and is calculated by numerically inverting the Laplace transform with (g2 – 1)1/2

[54, 55].

g2(τ) – 1
G(

10–4 10–2 100 102 104
0.0

0.5

1.0

Delay Time τ [ms]

G(τ)

Fig. 3 Light scattering characterization of solutions of sickle-cell hemoglobin in deoxy-state
(deoxy-HbS). Examples of correlation function g2(τ) (solid circles) and the corresponding de-
lay time distribution function G(τ) (open circles) of a deoxy-HbS solution with CHb = 67 mg ml−1

at T = 25◦C. From [44]
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To calculate the equivalent hydrodynamic radii from the relaxation times, the
Stokes–Einstein relation is modified with Γ i = τ−1

i = Diq2

Ri =
kBT q2

6πηi
τi (4)

where i = 1, 2 for single molecules or clusters, respectively, kB is Boltzmann con-
stant, T is absolute temperature, ηi is the viscosity to which a diffusing object i is
exposed, Di is its diffusion coefficient, and the scattering vector q = 4πn/λ sin(θ/2)
(n is the refractive index of the respective solvent, λ is the wavelength of the used
laser).

Separate viscosity η i should be used for the single protein molecules and for the
clusters. For the single molecules, one takes the viscosity of the solvent in which the
protein is dissolved, these are typically available in reference books [56]. One can
correct for the temperature of the determination by assuming temperature depen-
dence similar to water. Because the sizes of clusters are significantly greater than
the size of the protein molecules, in calculations for the clusters we use the vis-
cosity of the protein solution. For some proteins, such as hemoglobin, the viscosity
is available even for high concentrations [57], for others it can be determined as
discussed below.

To estimate the concentration of clusters n2and the fraction ϕ2 of the solution
volume occupied by them, one uses that the ratio of the amplitudes A1 and A2 in (2).
As shown in [44], the final expressions for n2 and ϕ2 are

n2 =
A2

A1

1
P(qR2) f (C1)

(∂n/∂C2)T ·μ
(∂n/∂C1)T ·μ

(
ρ1

ρ2

)2(R1

R2

)6

n1 (5)

ϕ2 =
A2

A1

1
P(qR2) f (C1)

(∂n/∂C2)T ·μ
(∂n/∂C1)T ·μ

(
ρ1

ρ2

)2(R1

R2

)3

ϕ1

In (5), the shape factor, assuming spherical shape of the clusters, is

P(qR2) =
[

3
(qR2)3 (sin(qR2)−qR2 cos(qR2))

]2

, (6)

f (C1) is a virial type expression accounting for intermolecular interaction between
proteins molecules (the interactions between clusters are neglected because of low
concentration). (∂n/∂Ci)T,μ is the refractive index n increment, ρ1 and ρ2 are the
protein densities in the single molecules and in the clusters.

The dynamic light scattering determinations of cluster sizes and concentration
have errors due to two reasons: inaccuracies of the numerical inversion of the
Laplace transform [58], (3), and noise in the system. For a relatively reliable char-
acterization of the clusters, the use of a “multiple-tau” correlation technique is im-
portant. In this technique, the correlation function is simultaneously calculated with
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a set of several different lag times, τ . In contrast to systems with constant sampling
times, this technique produces noise amplitude, which diminishes with increasing
τ’s. This reduces the error of measurements at long lag times, where the signal from
the clusters is located.

An evaluation of the errors in dynamic lights scattering data, in which the sec-
ond peak corresponds to clusters freely diffusing in the solution, has yielded the
following conclusions: The second peak will be undetectable if it is below the
noise level, typically around a few tenths of one percent. If the second peak has
an amplitude higher than this threshold, it is readily detected, but the scatter in its
position is high. As the amplitude of the second peak grows, the error in the de-
termination of its position decreases. The position of the second peak can be de-
termined with an error of < 20% if A2/A1 ≈ 0.05 and the error drops to ∼10% if
A2/A1 ≈ 0.1. The noise level can be lowered by increasing the total time of acquisi-
tion of the intensity variation trace, and by increasing the concentration of scattering
molecules [44].

2.2 Static Light Scattering Characterization
of the Intermolecular Interactions

Static light scattering (SLS) allows determination of the molecular mass of a pro-
tein Mw and the second osmotic virial coefficient B2. The coefficient B2 is a part
of the factor f in (5) and is necessary in for the determination of cluster concentra-
tions. More importantly, B2 is used to characterize the interactions between protein
molecules in solution. B2 and Mw are extracted from the scattered intensity using
experimentally determined Debye plots [59, 60].

KC
Rθ

Mw = 1+2B2MwC (7)

where Rθ = I/I0 is the Rayleigh ratio of the scattered to the incident light intensity,
K is a system constant defined as [51] K = N−1

A

(
2πn0/λ 2

)2 (dn/dC)2, where n0

= 1.331 is the refractive index of the solvent at the wavelength of the laser beam
λ [61], and NA is Avogadro’s number. Since often the magnitudes of B2 are small,
up to 10 or even 15 Rθ , C pairs should be used to minimize the error of the determi-
nation.

The second osmotic virial coefficient B2 is defined as an integral over the whole
space around a molecule of a function of the intermolecular interaction potential
U(r).

B2 =
2πNA

M2
w

∞∫
0

{1− exp [−U (r)/kBT )]}r2dr (8)

Clearly, a single value of B2 cannot yield any details about the intermolecular
interaction potential U(r). However, if B2 is known as a function of, e.g., the con-
centration of a crucial additive for the existence of clusters, the nature of the inter-
molecular forces contributing to B2 can be qualitatively analyzed.
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2.3 Determination of Solution Viscosity at Low-Shear Rates

Data on the viscosity of the solution in which clusters form are needed for the de-
termination of the clusters radii. For these determinations, it is assumed that the
viscosity is determined by the single molecules in the solution and is only weakly
affected by the presence of the clusters. This may not always be true, especially at
higher protein concentration, at which the clusters occupy more than 0.001 of the
total volume and cluster interactions may become significant. Viscosity also helps
to discriminate between two sources of slow processes reflected in the correlation
function: the diffusion of the clusters and the diffusion of single molecules inside
high-viscosity structures, such as loose networks and others. For the latter objec-
tive, viscosities at high and low shear are compared. In many cases, the high-shear
viscosities are available.

Typical flow-through or dropping ball viscometers require large amounts of so-
lution and are often inapplicable to tests with poorly available proteins. These vis-
cometers operate at high-shear rates, where potential weakly bound structures are
likely destroyed. An alternative method was developed based on dynamic slight
scattering from polystyrene beads suspended in the protein solution [62].

Non-interacting spherical particles with diameter 2Ro = 390 nm are mixed with
the protein solution, and the correlation function g2(τ) from this suspension is
recorded. From g2(τ) and the respective G(τ), the decay rate Γp of the particles
is determined as discussed above. By using the Einstein–Stokes equation, the vis-
cosity η of the solution is obtained from Γp as

η =
kBT
6πRo

q2

Γp
. (9)

A diffusing particle of 0.39 μm diameter covers its own size for ∼0.1 s. The
thickness δ of the viscous boundary layer around it, at the top of which the solution
velocity u vanishes, is of the order of 10 μm. The shear s = Δu/δ induced by the
Brownian motion of such a particle is <1 s−1 [44].

2.4 Atomic Force Microscopy

The typical atomic force microscopy (AFM) instruments and methods of imaging
in protein have been discussed in numerous papers [63, 64, 65]. The limitations of
AFM for cluster imaging are that AFM images are collected over periods of several
tens of seconds to several minutes. This is often longer than the clusters’ lifetime.
Thus, AFM has only been used to verify the existence of clusters in a solution us-
ing the fact that upon contact with a crystal surface, the clusters are stabilized and
eventually evolve their structure into a crystal [42].
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3 Intermolecular Interactions in Solutions of Lumazine
Synthase and Hemoglobin

An understanding of protein cluster formation starts with insight into the pro-
tein intermolecular interactions. The ionic strength in the cytosol is ∼0.1–0.15
M [2]. In protein solutions of ionic strengths below 0.1 M, the interactions be-
tween protein molecules are dominated by the balance of Coulomb and van der
Waals forces [66, 67, 84]. At physiological ionic strengths, the Debye screening
length becomes 0.9–0.6 nm, i.e., comparable to the surface roughness of the protein
molecules, see Fig. 2 [18, 66, 69], and the electrostatic repulsion becomes insignif-
icant. Yet, protein molecules in solution do not spontaneously precipitate at physio-
logical and higher ionic strengths. This mystery was resolved by the realization that
in protein solutions intermolecular interactions are dominated by the structuring of
water and other solvent molecules around the protein molecules [18, 60, 70, 71, 72].
Several theories have derived potentials of intermolecular interactions dominated by
solvent structuring [18, 73, 74, 75]. While the effects of the solvent structuring on
the protein phase diagrams have been explored in Monte Carlo simulations [76, 77],
neither simulations nor theory addressing cluster formation in protein solutions
exist.

For insight into the pair interactions between the lumazine synthase molecules,
the dependence of the second osmotic virial coefficient B2 on the concentration of
the phosphate buffer was determined, Fig. 4. At all Cphosphate <1.4 M, the values
of B2 are significantly greater than the values for non-interacting hard spheres, for
which BHS

2 = 2πNAM−2
w
∫ 2R1

0 r2dr = 4 VmM−2
w (R1 is the radius of the molecule and

Vm = (4/3)πR3
1NA is the molar volume of lumazine synthase), Fig. 2. The B2 > BHS

2
inequality suggests significant repulsion between the molecules. The Coulombic
double layer forces [66, 67] are almost completely screened at ionic strengths
>0.25 M [60, 78]. In a phosphate buffer at pH = 8.7, the phosphate ions are in
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Fig. 4 The dependence of the second virial coefficient B2 on the concentration of the phosphate
buffer at 20◦C. Closed and open symbols designate independent series of determinations. Solid
line is just a guide for the eye. Horizontal dashed line indicates value of B2 = 3.2 × 10−6 cm3

mol g−2 for non-interacting hard spheres of volume and mass equal to those of the lumazine syn-
thase molecule
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divalent and trivalent states and the ionic strength is near 0.3 at Cphosphate = 0.1 M.
Thus, the repulsion reflected in Fig. 4 is of non-electrostatic origin and is likely
due to the structuring of the solvent: water, phosphate and cations, around the pro-
tein molecules. There is little understanding about the dynamics and in particular
about the response of the structured solvent to the variations in the solution compo-
sition [60, 71, 72, 73, 74, 78]. While this makes the non-monotonic behavior of the
data in Fig. 4 hard to interpret, there should be little doubt that the interactions are
dominated by forces due to solvent structuring.

Interactions in hemoglobin solutions, in particular HbS, have been studied by
osmometry [79, 80], sedimentation [81], as well as by light scattering [82, 83].
Since in the sequence HbA, S, and C (a mutant with a single mutation from glu-
tamate to lysine at the β6 site) the charge at the β6 site changes from negative to
neutral to positive, it has been speculated that this one elementary unit charge dif-
ference underlies, through electrostatic intermolecular interactions, the variability
of the solid phases formed by these three variants. On the other hand, the deviations
from ideality found by osmometry and sedimentation were solely attributed to the
finite volume of the hemoglobin molecules [84, 85].

A recent determination of the second virial coefficient B2 of four hemoglobin
variants by static light scattering yielded a value fourfold higher than the value
for non-interacting hard spheres [86]. These high B2 values indicate strong repul-
sion between the Hb molecules, incompatible with a model of non-interacting hard
spheres. Furthermore, it was found that the repulsion between the Hb molecules
is not affected by the addition of electrolyte NaCl. It was also found that this ef-
fect is practically identical for all Hb variants tested, despite their charge differ-
ences. It was concluded that the observed repulsion is not of electrostatic origin.
The weakness of the electrostatic forces was attributed to the chosen pH, which
is very close to the isoelectric points for these Hb variants. This leads to small
molecular charges, <5 [87]. On the other hand, it was found that the B2 has dif-
ferent values in two tested buffers, phosphate and HEPES, suggesting that the
strong intermolecular repulsion for all Hb mutants are due to the specific inter-
action with solvents components. Thus, similarly to lumazine synthase, the Hb
molecules interact via forces due to the structuring of the solvent around the protein
molecule.

4 Lack of Liquid–Liquid Phase Separation in Solutions
of Lumazine Synthase and Hemoglobin

In search for an equilibrium dense liquid phase in solutions of lumazine synthase,
the phase behavior of the solutions was probed under a broad range of conditions.
Solution samples with protein concentration in the range 3–30 mg ml−1 and buffer
concentration in the range 1.3–1.5 M were kept at temperatures ranging from 40◦C
(determined by the protein stability to denaturation) down to –4◦C (below which
the solution freezes) and monitored with differential interference contrast optics,
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sensitive to any heterogeneity larger than 0.5 μm. No evidence of formation of dense
liquid droplets was found.

In similar experiments with oxy- and deoxy- hemoglobins A and S in 0.15 M
phosphate buffer without any other additives, no liquid–liquid separation was ob-
served even with protein concentration as high as 450 mg ml−1 [34]. This is in
contrast to solutions containing as little as 0.1 or 0.25% polyethylene glycol 8000,
in which L–L separation readily, reversibly, and reproducibly occurs immediately
upon temperature increase [34].

To understand this lack of macroscopic dense liquid phase, we need to under-
stand why these metastable phases are observable in solutions of other proteins.
The dense liquids seen with the proteins lysozyme, γ-crystalline, with large or-
ganic molecules [34, 88, 89, 90, 91, 92, 93], and others, are metastable with re-
spect to an ordered solid phase but, very importantly, are stable with respect to
the initial low-density solution. After small droplets of such dense liquids form,
their lifetime is limited by two events: decay into the initial solution or transfor-
mation into an ordered solid phase. The former is thermodynamically unfavorable,
and the latter is extremely slow [94]. As a result, in these other systems the life-
time of the droplets is sufficient to allow growth to dimensions up to hundreds
micrometers [95].

The lack of macroscopic dense liquid phases in solutions of lumazine synthase
and the four Hb variants indicates that the region, in which such phase is stable with
respect to the initial solution, is outside of the tested area in the (temperature, con-
centration) plane. We correlate this possibility with the intermolecular interaction
potentials: recent Monte Carlo simulations have shown that if the intermolecular in-
teraction potential possesses a maximum at intermolecular separations longer than
those of the main attractive minimum, the metastable liquid–liquid separation is
pushed to low temperatures [76]. A potential with a repulsive maximum is a natural
assumption for lumazine synthase and hemoglobin – such potentials are an adequate
representation of the water-structuring interactions, indicated by the B2 data for both
proteins [18, 96].

5 Dense Liquid Clusters in Solutions of Lumazine Synthase
and Hemoglobin

5.1 Large Scatterers Revealed by Dynamic Light Scattering

Dynamic light scattering was employed to characterize solutions of lumazine syn-
thase with different buffer concentrations and hemoglobin with a fixed buffer con-
centration. Data collection was initiated immediately after solution mixing and was
repeated every 30 s for ∼2–4 h. In all such runs with buffer concentration below 1.4
M, more than 80 or 90% of all collected correlation functions reveal the presence
of a single scatterer with diffusivity D = 1.5 × 10−7 cm2 s−1 [50]. Using Stokes
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law and the phosphate buffer viscosity [56], the size of these scatterers is ∼16.5 nm,
consistent with the radius of hydrated lumazine synthase molecules. However, even
among the first collected correlation functions we found those that deviate reveal the
presence of a second process with a much slower decay rate: the correlation func-
tion g2(τ) and the distribution function G(τ) were similar to those for hemoglobin
in Fig. 3. If one assumes that the slow process is diffusion of large scatterers, one
can evaluate their radii using the Stokes–Einstein relation, (4). The number density
n2 of the large scatterers and the fraction of the total solution volume ϕ2, which they
occupy are evaluated from (5) [44], with ρ2 assumed to be ∼500 mg ml−1, similar
to dense liquids of other proteins [88, 89, 90, 91, 97, 98], and lower than the density
of the lumazine synthase crystals.

For lumazine synthase, the amplitudes corresponding to the large species A2,
defined in Fig. 3, are from 2 to 4% of the amplitude for the lumazine synthase
molecules A1. Due to the errors inherent to the processing of light scattering
data [53, 99], the determination of R2 has an confidence interval of ∼30% of the
determined value, while the relative error of the n2 and ϕ2 determination is up to
100% and they should be viewed as order of magnitude estimates.

The radii of the large scatterers R2 are plotted in Fig. 5a as a function of the
time after the beginning of dynamic light scattering data collection. The variations
of the number densities and volume fractions occupied by the large scatterers are
shown in Fig. 5b and c, respectively. Neither of the three plots in Fig. 5 show any
trends toward lower or higher values. The frequency f of detection of clusters can
be evaluated as the ratio of the number of data sets which reveal large scatterers –
25 – to the total number of data sets shown in Fig. 4, 241, so that f = 0.10.

Similar DLS data for deoxy-HbS, oxy-HbS, and oxy-HbA reveal that all three
Hb variants, similar to lumazine synthase, exhibit a second process, significantly
slower than the diffusion of single Hb molecules. Figure 3 illustrates these data
for deoxy-HbS and shows that in contrast to lumazine synthase, the amplitudes A2

corresponding to these slow processes are comparable to the amplitudes A1 corre-
sponding to single Hb molecules. This allows accurate characterization of the nature
of the slow process.

In Fig. 6 we monitor the time evolution of the Hb cluster radii R2. With all three
Hb variants and at all concentrations probed, the clusters are present immediately
after solution preparation and, in contrast to lumazine synthase, never disappear for
the duration of data collection. The apparent fluctuations in the R2’s at Cdeoxy−HbS=

67 mg ml−1, Coxy−HbS= 108 mg ml−1, and Coxy−HbA= 51 mg ml−1 are likely due
to random noise in the dynamic light scattering signal [44]. Since the noise level
decreases when the signal is stronger at higher Hb concentrations, the fluctuations
in the traces with Cdeoxy−HbS = 131 mg ml−1 and Cocy−HbA = 150 mg ml−1 are
weaker. Significantly, regardless of the fluctuations, the mean radii of the clusters
of the three Hb variants at all probed concentrations do not increase over the 3 h of
monitoring.
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Fig. 5 Time evolution of
lumazine synthase clus-
ter characteristics: radius
R2, number density n2, and
volume fraction ϕ2. C = 8.1
mg ml−1 in 1.3 M phosphate
buffer with pH = 8.7 at 20◦C.
Correlation functions were
collected every 30 s over 3
h. Correlation functions with
a single peak, for lumazine
synthase molecules, are not
represented
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5.2 What the Large Scatterers Are Not

Tests with deionized water and low-concentration phosphate buffers showed lack
of any scattering populations, while phosphate buffers at concentrations 0.5–1.3 M
revealed scatterers of sizes of a few nanometers, much smaller than the lumazine
synthase and the large scatterers; these are, likely, phosphate ion oligomers [100].

For tests of potential impurity effects, we added latex particles of 0.39 μm diam-
eter to protein solutions, which exhibit time-dependent clustering. We found that if
the volume fraction of the latex particles was <10−8, they were undetectable in the
correlation functions. However, whenever a particle passed through the illuminated
solution volume, the scattered intensity spiked. This spike was averaged out in the
correlation function. At particle volume fractions in the range 10−7–10−5, the cor-
relation function appeared similar to the upper curve in Fig. 3a and the radius of
the slow-decay time scatterers was ∼180–220 nm, corresponding to the introduced
latex particles and different from the radius of the large scatterers. We conclude that
the large scatterers reflected in Fig. 5 are not impurity particles.

The experiments with the added latex particles allow us to test another hypoth-
esis for the origin of the slow process in the correlation function of the scattered
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Fig. 6 Time dependence
of the radii of dense liquid
clusters in solutions of the
three hemoglobin variants as
indicated in the plots, at the
concentrations shown in the
plots at 25◦C
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light. The slow decay rates may reflect not free Brownian motion of large scatterers,
but diffusion of single protein molecules within immobile structures. This diffusion
would be slow due to high effective viscosity. These structures would occupy part of
the volume, so that single molecules in a solution of “normal” viscosity could still
contribute to the signal; i.e., they could be either large clusters, greater than the sev-
eral microns range detectable by lights scattering, or loose networks of molecules.

To exclude large dense clusters of protein molecules, we note that they would
have been detected in our search for stable dense liquid phases. Loose networks
of molecules could have low-refractive index and be optically undetectable. Such
networks would increase the low-shear viscosity of the protein solution, but they
would be destroyed by high-shear flow. The latter consideration allows tests for the
presence of loose networks by determination of the low-shear viscosity of lumazine
synthase solutions. However, the found low-shear viscosity of the oxy-HbA and
deoxy-HbS solutions was in the range 2–4 cP, equal to the high-shear values in [57].
Analogously, the tests with lumazine synthase reproduced the published viscosity
of the high-concentration phosphate buffers [56] (this viscosity is unaffected by the
presence of the protein because of its low concentration). The equality of the low-
and high-shear viscosity in solutions of lumazine synthase and hemoglobin reveals
that no networks of molecules exist in these solutions and the large scatterers are in
fact clusters of molecules of the respective protein.
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Fig. 7 Time evolution of aggregates during nucleation of crystals in lumasine synthase solutions.
C = 5.4 mg ml−1 in 1.4 M phosphate buffer with pH = 8.7 at 20 ˚ C. Almost immediately after
solution mixing a population of large scatterers starts to grow and the autocorrelation function
never goes back to a single exponential decay. After ∼1.5 h numerous crystals are seen in the
cuvette

If the concentration of the phosphate buffer in lumazine synthase solutions is in-
creased above 1.4 M, the protein readily crystallizes. In such solutions, ∼30 min
after solution preparation a population of scatterers is superimposed on those sim-
ilar to the one in Fig. 5 and in another ∼15 min is the only one reflected in the
light scattering signal, Fig. 7. After this population appears, the correlation func-
tion never goes back to a single scatters, and the radii and mass fraction of these
scatterers grow indefinitely. After ∼1.5 h, numerous tiny hexagonal lumazine syn-
thase crystals are seen in the cuvette. We conclude that this growing population of
scatterers consists of crystalline nuclei and supercritical crystallites of the protein.
Conversely, the steady populations of scatterers in Figs. 5 and 6 are not crystals or
other growing solid phases.

5.3 Mesoscopic Dense Liquid Clusters

Nucleation rates several orders of magnitude faster than those of crystals, and fast
growth and decays rates have been shown for dense liquid droplets in protein solu-
tions [95]. This and all other pieces of evidence discussed above lead to the conclu-
sion that the large scatterers in solution of lumazine synthase in of the three tested
Hb variants are clusters of a dense liquid phase.

Figure 5b and c shows that the concentration n2 and the volume fraction ϕ2 of
the lumazine synthase clusters vary quite significantly. Part of the apparent variation
may be due to the low accuracy of the determination, see above. On the average, the
cluster concentration is n2 ≈ 104 cm−3, and their fraction of the solution volume
occupied by clusters is ϕ2 ≈ 10−6. With hemoglobin S, the scatter of n2 and ϕ2

are lower, and the corresponding numbers are significantly higher, n2 ≈ 1010 cm−3

and ϕ2 ≈ 10−3 [44]. For oxy-HbA the average n2 ≈ 107 cm−3 and ϕ2 ≈ 10−4 [44].
Comparisons of the n2 and ϕ2 values of these three proteins suggest that the cluster
concentration is governed by the concentration of protein molecules, much lower in
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the tested solution of lumazine synthase than of the two Hb variants, as well as by
the intermolecular attraction.

The disappearance of the lumazine synthase clusters from the light scattering
signal in ∼90% of the data sets in Fig. 5 is surprising: the cluster population in
solutions of the three hemoglobin variants in Fig. 6 is steady throughout the entire
duration of solution monitoring. This time dependence could mean one of two pos-
sibilities: the lumazine synthase clusters appear and completely disappear and then
reappear again, or the sizes and number of clusters in the scattering population vary
around a detection threshold. To decide between these, we analyze in Fig. 8a the
distribution of times between detection of clusters: they vary from 30 s to 17 min,
with a mean of ∼3 min. In this distribution, longer times are less likely and this
suggests that a population of clusters, with varying clusters’ sizes R2 and number
n2, exists at all times. As revealed by the tests with the latex particles, the population
of large scatterers is only detectable if its ϕ2 > 10−8.

The conclusion of large undetectable population of lumazine synthase clusters
was tested by experiments with varying protein concentration, from 1.3 to 8.1 mg
ml−1 [101]. They revealed that at all tested protein concentrations, the sizes of the
clusters R2 within the detectable populations are randomly distributed, as in Fig. 8b,
with a mean R̄2 ∼350 nm. The number density n2 of the clusters and the volume
fraction ϕ2 which they occupy do not increase with increasing protein concentration
either. The only variable, which increases, is the frequency f of detection of the
clusters: from 0.045 to 0.11 of all data sets. This observation supports the above
conclusion that a population of clusters exists at all times and is detected only when

0 200 400 600 800 1000
0.0

0.1

0.2

Radius of Clusters R

0 5 10 15
0

1

2

3

4 a

b

F
re

q
u

en
cy

 o
f 

O
cc

u
re

n
ce

 

Radius of Clusters R2 [nm]

st
nev

E

Time Between Events [min]

a

b

Fig. 8 Statistics of lumazine synthase clusters reflected in time trace in Fig. 5a. (a) Distribution of
the time intervals between detection of clusters. (b) Distribution of clusters’ sizes
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the cluster volume fraction overcomes the detection threshold. The reproducibility
of the mean cluster size suggests that this is a preferred size, at which a functional,
which governs cluster formation, has a local minimum. The wide distribution of the
cluster sizes suggests that this minimum is wide and shallow.

The dependencies of the cluster radii R2 and volume fractions ϕ2 on the Hb
concentration are not identical for the three Hb variants, Fig. 9. For deoxy HbS
and oxy-HbA both R2 and ϕ2 increase as Hb concentration is increased. This
seems to be the expected behavior—higher Hb concentration in the solution leads
to stronger driving force for cluster formation. Quite surprisingly, the clusters for
oxy-HbS decrease in size and volume fraction and at Coxy−HbS >150 mg ml−1

no clusters are observed. Currently, no explanation of these dependencies can be
offered.

5.4 The Cluster Lifetimes and Stability with Respect to the Solution

The lumazine synthase clusters are detected only if a sufficiently large population
exists for a time comparable to the time of collection of the correlation function, 30
s. On the other hand, Fig. 5 shows few instances of neighboring moments with large
scatters. These two observations provide a low and a high limit of the time that a
cluster population is detectable and set it of order 10 s.

Fig. 9 The dependencies of
the radii of the dense liquid
clusters R2 and the fractions
of the total solution volume
ϕ2 occupied by them on the
concentration of each respec-
tive Hb variant as indicated
in the plots at 25◦C. Each
data point in the average of a
trace similar to those in Fig. 6.
Error bars represent intervals
of 95% confidence of these
averages and are comparable
to symbol size in both a and
b. Solid lines are just guides
for the eye. No clusters of
oxy-HbS are detected at this
temperature in solutions of
concentration higher than
100 mg ml−1
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The evaluation of the lifetime of the HbS clusters is more difficult: the data in
Fig. 6 do not allow it. In fact, if the clusters have a limited lifetime, it is possible that
the slow process reflected by the correlation functions in Fig. 3 is not the diffusion
of the clusters, but their decay. These two processes can be distinguished if the
dependence of the characteristic rate of the slow process Γ2 on the scattering vector
q is available: according to [102]

Γ2 = Γ0 +D2q2, (10)

where Γ0 is the rate of cluster decay, whose contribution to Γ2 does not depend on
the scattering vector q, and D2 is the cluster diffusion coefficient.

The two limiting cases of (17) are Γ 0 >> D2q2, and Γ0 << D2q2. In the first
case Γ2 = Γ0, Γ2 does not depend on the scattering vector, i.e., on the scattering
angle, and the characteristic time of the slow process in Fig. 3 is in fact the cluster
lifetime. In the second case, Γ 2 = D2q2, the slow process is the cluster diffusion,
and the cluster lifetime is longer than the characteristic diffusion time τy. The strong
absorbance of Hb solutions at all visible wavelengths prevents the analyses of the
angular dependence of Γ 2. Approximate determinations at scattering angles of 30,
60, and 90◦ revealed that Γ 2 is a strong function of the scattering vector. Thus,
determinations of the cluster sizes R2 using (4) and assuming that Γ 2 = D2q2 do
not carry a significant bias. From the inequality Γ 0 << D2q2 with q2 = 3.5 × 1010

cm−2 and D2 = 2 × 10−9 cm2s−1, Γ 0 << 70 s−1, and the HbS cluster lifetimes
have a lower bound 1/Γ 0 ≈ 15 ms.

The short lifetimes of these clusters indicate that they have a free energy higher
than not only that of the crystals, but also of the low-concentration solution. On the
other hand, their measurable lifetime suggests that a barrier, either thermodynamic
or kinetic, for the droplets’ decay exists, i.e., they are metastable and not unstable
with respect to the initial state. In terms of the free energy landscape in Fig. 1,
the clusters represent metastable phases that occupy relatively shallow free energy
minima [103, 104].

5.5 Direct Imaging of Lumazine Synthase Clusters
and Their Stability with Respect to Crystals

In solutions of lumazine synthase, there is a single stable condensed phase: the
hexagonal crystals. To probe the stability of the dense liquid clusters with re-
spect to the crystals, we monitor the growth of (001) faces of lumazine synthase
crystals [42].

Figure 10 is one of several which show clusters, which land on the crystal surface.
While the lateral dimensions of the clusters cannot be judged from the images, their
height is reliably determined: it varies between ∼100 and several hundred nanome-
ters, in Fig. 10a the size is ∼120 nm. The clusters do not decay because of their
interaction with the crystal, and grow sideways and become integral parts of the
crystal, generating, in Fig. 10b, five new layers.
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Fig. 10 Sedimentation of
a 3D-object in (a) and its
development into a stack five
crystalline layers in (b) in
a lumazine synthase solu-
tion of 3 mg ml−1 in 1.3 M
phosphate buffer at pH = 8.7.
Tapping mode AFM imaging,
scan size 20 × 20 mm, time
interval between a and b 9
min. (c) and (d) height pro-
files along a horizontal line
crossing 3D-object in (a) and
(b), respectively, show the
object height of ∼120 nm
immediately after sedimenta-
tion in (a) and ∼75 nm in (b).
Arrows in (a), (b), (c) and (d)
mark same crystal layer. From
[42]
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Figure 10 demonstrates that these are clusters of dense liquid: (i) The clusters
shrink in height as they rest on the crystal surface, compare Fig. 10c and d. (ii) The
layers originating from the clusters merge continuously with each other and with
the underlying lattice. (iii) The velocity of the layers originating from a cluster is
the same as the velocity of the other layers on the surface of the crystal: compare
locations of two types of layers in Fig. 10a and b. If these were crystalline clus-
ters, the probability of them landing with a (001) plane downward, and rotating to
a perfect registry with the underlying lattice would be negligible. Numerous ex-
amples of microcrystals landing on surfaces of growing crystals out of registry and
getting incorporated with major stacking defects have been reported [105, 106]. Dis-
ordered solid clusters would not shrink in size within the observation times, and the
generation of new layers would likely be accompanied by the creation of a strained
shell that would delay the spreading of the layers started by the clusters [106].

The participation of the metastable dense liquid clusters in the growth process
illustrated by Fig. 10 can be understood in the following way. The metastable liquid
phase clusters have high molecular density, comparable to that in a solid state, and
high mobility of the protein molecules. The encounter of a liquid cluster with the
crystal surface helps the dense liquid to overcome the barrier toward the deeper
free energy minimum: under the influence of the periodic field of the crystal, long-
range order is imposed in the dense liquid and it transforms into stacks of crystalline
layers.

An interesting feature of the dense liquid clusters is that at supersaturations
C/Ce < 2, they are crucial for the growth of the crystals. At supersaturations C/Ce >
2, the growth layers are generated by 2D-nucleation, with numerous circular islands
seen on the surface of the crystals [107, 108, 109, 110, 111]. This mode of layer
generation requires a driving force above a threshold [112]. No two-dimensional
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nucleation was observed at C/Ce < 2. Furthermore, no dislocations, an alternative
source of layers, operational even at low supersaturations [107, 113], were seen
outcropping on faces of lumazine synthase crystals during the AFM observations.
However, the crystals grow even at driving forces as low as C/Ce ≈ 0.5 only because
new layers originate from clusters landing on the crystal surface, as in Fig. 10.

5.6 HbS Clusters and Nucleation of Sickle
Cell Hemoglobin Polymers

It has been shown that the nucleation of deoxy-HbS polymers proceeds via a two-
step mechanism, i.e., the nuclei of the polymer fibers formed inside the clusters
discussed here [114]. This mechanism is illustrated in Fig. 11. While clusters have
not been reported for solution of proteins other than those discussed here, there is
significant evidence that this “two-step mechanism” applies to many proteins, as
well as to colloid, and small-molecule organic and ionic substances [32, 33, 34, 35,
36, 37, 38, 39, 40]. Even more importantly, the results in [114] show that the rate of
nucleation of the HbS polymers is limited by the rate of formation of the clusters.
This is because in contrast to nucleation of crystals, the nucleation of HbS polymers

Fig. 11 Schematic representation of the two-step nucleation mechanism of HbS polymers. The
nucleation pathway in the space of order parameters. Horizontal axis is HbS concentration, along
which dilute solution and dense liquid can be distinguished. Axes of evolution of ordered structures
are orthogonal to concentration axis, only two leading to polymers and crystals, respectively, are
shown. Other possible structure axes include other crystal polymorphs, disordered aggregates, and
gels. Thin dashed arrow along diagonal indicates pathway of the one-step nucleation mechanism
of HbS polymers. Thick short-dashed lines indicate pathways of the two-step mechanism leading
to polymers or crystals, respectively
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is very fast and occurs over time scales of a few seconds. Thus, by controlling the
stability and the rate of formation of the clusters, one can control the rate of HbS
polymer nucleation.

The results with addition of PEG and increase of phosphate concentration
[34, 92, 115, 116] show that the stability of the dense liquid is strongly affected
by the solution composition. The nature of additives that affect the stability of the
dense liquid requires detailed further studies. Still, these considerations lead to a
very significant conclusion: the presence of clusters and their role in the HbS poly-
mer nucleation provide a new handle for control of the nucleation process. The
previous outlook on HbS polymer nucleation via a direct classical-type mecha-
nism [16] allows for a single control parameter at fixed temperature: the deoxy-HbS
activity. The realization that other solution components may have strong effects on
the nucleation rate, and that these effects would occur through the volume fraction
occupied by dense liquid clusters offers two novel insights: (i) that much of the
variability of the clinical manifestations of sickle cell anemia may be due to the
numerous non-protein components of the red blood cell cytosol, and (ii) that a treat-
ment could be sought among these components or among other compounds which
would penetrate the red cells and delay the polymerization kinetics by lowering the
cluster concentration.

5.7 Why Do Clusters Exists?

The puzzle opened by the clusters is related to an apparent contradiction: for the
clusters to exist, the molecules should attract; if the molecules attract, the clusters
should grow to macroscopic dimensions. Thus, a microscopic theory of mesoscopic
clusters should provide a mechanism of increase of the clusters’ free energy as
they grow in size. This extra free energy makes them metastable and, when it
reaches the magnitude of the gain due to molecular attraction, determines the cluster
size.

The existing microscopic models of cluster formation explain their finite size
with the balance of intermolecular attraction, due to van der Walls, hydrophobic
or other forces, and repulsion between like-charged species [8]. The main result of
this theory is that large clusters could be expected only if the electrostatic repul-
sive energy is high. These clusters of more than 100 molecules require repulsive
energies in the order of 104 kBT [8]. This theory has been found to adequately de-
scribe the existence of clusters of a few tens of particles or molecules in colloid
suspensions [11, 117, 118] and in solutions of the protein lysozyme at low ionic
strength [11].

This mechanism is inapplicable to the clusters of lumazine synthase because even
at the lowest phosphate concentration tested, 0.1 M, the ionic strength of nearly 0.3
M precludes the action of any electrostatic forces. Moreover, if one thinks of inter-
mediate range repulsion due to solvent structuring as a replacement to electrostatic
repulsion, one still fails to explain cluster sizes. The reason is that forces due to
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solvent structuring only act on immediate neighbors: they cannot penetrate these
neighbors and act on a third molecule.

The electrostatic theory is inapplicable to the clusters of the hemoglobin vari-
ants either: with sizes of several hundred nanometers, they likely contain or-
der of 106 molecules. If these clusters form according to the mechanism put
forth in [8], they would require a strong electrostatic repulsion, which is hard to
envision for the almost neutral Hb molecules under near-physiological pH. In-
deed the isoionic pH for HbA is 6.8 [43, p. 134] and slightly higher for HbS,
and the R-to-T transition has a minor effect on this value. Thus at the work-
ing pH = 7.35, the Hb molecules carry around one negative charge. If the Hb
molecules attain charge after they enter the clusters, the high level of electrostatic
energy required for clusters as large as those observed would drive apart differ-
ent parts of the Hb molecule and denature the molecules (V. Lubchenko, private
communication, 2006).

An even more general statement is that the microscopic mechanism of formation
of clusters, as large as those with lumazine synthase, cannot be based on the inter-
actions between pairs of molecules or particles. Indeed, a cluster with R2 = 350 nm
has 15–20 molecules along its diameter. All interactions in protein solutions, other
than electrostatic, have ranges shorter than 1/3 of the molecular size [18]; thus, none
of them can act on lengths of several molecular sizes.

6 Monte Carlo Simulations of Formation and Decay of Clusters

For additional insight into the mechanism leading to cluster formation, we carried
out simple Monte Carlo simulations. Protein molecules were modeled as spheres
interacting with short-range potentials with a single extremum, a minimum, or
with an additional longer range repulsive maximum. We used potentials introduced
in [76, 77]

U(r) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∞ r ≤ σ

4ε
α2

⎧⎪⎨
⎪⎩

1+h(r)[
(r/σ)2 − 1

]6 − α[
(r/σ)2 − 1

]3

⎫⎪⎬
⎪⎭ σ < r

, (11)

where ε is the depth of the attractive minimum, σ is the molecular diameter, α
determines the width of attraction [77], and the “hump” function

h(r) =
{

0 r ≤ rst

γ[(r/σ)2 − (rst/σ)2]2 r > rst
, (12)

with docking point of “hump” rst and effective “hump” height γ represents an
intermediate range repulsion for γ > 0. Potentials with varying h(r), including
h(r) = 0, were found to adequately reproduce several features of the equilibria
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between protein solutions and crystals and between solutions and dense liquids
[76, 77].

Monte Carlo simulations of the evolution of an initially homogenous system were
performed at constant temperature T , kBT /ε = 0.48, where kB is the Boltzmann con-
stant and ε is the depth of the attractive minimum in the intermolecular potential,
with a fixed number of particles, N = 2000, and volume V = 10,000. The duration of
the simulation was 200000 cycles, where each cycle consists of 2000, i.e., one per
each particle, displacement attempts for randomly selected particles. The displace-
ment was limited to 0.3 of the particle diameter [76, 77].

For simulations of cluster formation, potentials with α = 50 as in [32], rst = 1.16,
and γ = 0, 100, 350, or 520, Fig. 12d, were used. The liquidus and solidus lines of
molecules interacting with these potentials are shown in Fig. 12b [76]. The liquid–
liquid coexistence line for γ = 0 reaches its upper critical point at T = 0.40ε/kB,
all other liquid–liquid coexistence lines are at even lower temperatures [76, 77].
Simulations were carried out at volume fraction of molecules 0.14, at which for
the chosen temperature all four studied systems are just barely supersaturated with
respect to the crystals. Because of this low supersaturation, crystals never form in
the simulations.

Clusters are defined as groups of molecules forming a continuous series of con-
tacts. Two molecules form a contact if the distance between their centers is <1.23σ ,
as in [35]. Aggregations of less than 8 particles are not considered as clusters, and
this limit defines the birth and the death of a cluster; in some cases cluster for-
mation/dissolution is the result of coalescing/breaking of two or more aggregates.
Between its birth and death, a cluster’s size increases and decreases several times.
Typically, several clusters coexist in the simulation volume. All clusters are liquid:
local bond order analyses [119, 120] revealed that they were disordered [76] and
monitoring of the relative positions of molecules within clusters revealed that they
flow.

The first significant result of the simulations is that clusters exist with all studied
potentials. All clusters have limited lifetimes, which are significantly shorter than
the total length of the simulation runs. The cluster lifetime is quantified as the num-
ber of Monte Carlo steps between its birth and death, the cluster’s size is defined
as the maximum number i of molecules contained in it during its lifetime. For each
size i, an average lifetime is calculated from all clusters in the simulations, and the
results are plotted in Fig. 12a.

Clusters exist even in simulations with a single attractive minimum without
hump, Fig. 12a and b. This observation supports the conclusion, formulated above,
that the existence of large clusters is not determined by the interactions between
pairs of molecules. Note that the addition of intermediate-range repulsion increases
the clusters’ lifetimes and highlights the role of solvent structuring for the clusters’
existence.

The clusters’ stability is evaluated as the natural logarithm of the probability of
having a cluster of a size i, Pi/P1, where Pi is the number of clusters of size i, and
P1 is the number of single molecules in the system. According to [32], ln(Pi/P1,) is
proportional to the chemical potential Δμι of a cluster of a certain size i. This Δμι is
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Fig. 12 Monte Carlo simulations of cluster formation. (a) Increase of cluster lifetime and (b)
increase of chemical potential Δμι of clusters with cluster size i for four potentials shown in (d).
(c) (Volume Fraction ϕ , Temperature T ) phase diagrams corresponding to the four potentials used,
temperature is scaled with potential depth ε/kB, kB – Boltzmann constant. Black dot denotes ϕ and
T for simulations in (a) and (b) (d) Intermolecular pair potentials U(r) used in simulations whose
results are shown in a–c. Interaction energy U is scaled with potential depth ε . Symbols in (c) and
(d) correspond to symbols in (a) and (b)

not to be confused with the chemical potential of the protein within the cluster—the
latter is poorly defined because of the small clusters’ sizes and the related significant
surface effects.

The plots in Fig. 12a and b show that both the clusters’ lifetimes and free energy
increase as their size i increases. The increase of the clusters’ free energy is expected
– for the studied systems, the dense liquid is unstable with respect to the dilute state
and may become stable only at significantly lower temperatures [76]. The correla-
tion between higher free energy and longer lifetimes is supported by comparisons
between results with different potentials in the same Fig. 12a and b. This correlation
indicates that the clusters’ lifetimes are not determined by their excess free energy –
if this were the case, higher free energy would lead to greater driving force for decay
and faster decay. We conclude that clusters’ lifetimes are determined by the kinet-
ics of their growth and dissolution. One factor for slower kinetics is the height of
the hump, which prevents molecules from detaching from their neighbors; another
factor may be the density and viscosity of the dense liquid inside the clusters.

At larger cluster sizes i, at which fewer clusters were sampled for the averages
in Fig. 12a and b, the data scatter is greater. This allows the observation that some
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populations of clusters of a certain size have lower free energy than populations of
smaller sizes, likely because of different structures and densities. This variability of
the clusters’ stability explains the wide variability of clusters’ sizes seen in Figs. 4,
6, and 7.

7 Summary and Perspectives for Future Work

Using a combination of experimental methods, we demonstrate a novel feature of
protein solutions and, likely, of solution of other large molecules and colloid-size
particles: the presence of dense liquid clusters, which are metastable not only with
respect to a solid phase, but also with respect to the low-concentration protein so-
lution. These clusters play a crucial role for the growth of ordered solids in protein
solutions. It is likely that similar clusters form in the crowded, high-protein environ-
ment of the cytosol of living cells, where they affect solution viscosity and the rate
of all transport and biochemical processes.

The clusters of the protein lumazine synthase have characteristic lifetimes, after
which they decay into the solution, of the order of 10 s. Only the lower bound of
the clusters of three hemoglobin variants could be estimated as 15 ms. The sizes
and fractions of solution volume occupied by the clusters vary in time. At high-
protein concentrations, the clusters occupy from 10−5 to 10−3 of the solution vol-
ume and are always detectable. At low-protein concentrations, the clusters occupy
up to 10−5 of the solution volume and are detectable only if this volume fraction
exceeds 10−8.

Using a simple Monte Carlo simulation scheme with protein-like potentials, we
reproduce several essential features of the clusters: their metastability, their lim-
ited lifetimes, and the broad variability of their sizes. The simulations revealed that
structuring of the solvent around the protein molecules contributes to the clusters
lifetimes, but is not essential for their existence.

At this point, there exists no microscopic theory that could explain at the molec-
ular level the mechanism of cluster stability, and the factors which determine their
lifetimes and sizes. The properties of the clusters discussed here can serve as the
basis for the formulation of such a theory. Particularly suggestive is the observation
that while the sizes and volume fractions of the deoxy-HbS and oxy-HbA clusters
increase at higher hemoglobin concentrations, those characteristics for oxy-HbS de-
crease. The counterintuitive behavior of oxy-HbS suggests that the cluster mech-
anism cannot be understood by focusing on the intermolecular interactions in the
solution. It is likely that the disappearance of the oxy-HbS clusters at higher Hb
concentrations is due to a change of the cluster properties, which lowers the cluster
stability.
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Application of Discrete Molecular Dynamics
to Protein Folding and Aggregation

S.V. Buldyrev

Abstract With the rapid increase in computational speed and memory, simulations
of proteins and other biological polymers begin to gain predictive power. However,
in order to simulate a folding trajectory of a moderate size protein or an aggrega-
tion process of a large number of peptides, traditional molecular dynamics methods
based on explicit solvent and accurate force field models still must gain several or-
ders of magnitude in speed. Under these circumstances, simplified models which
capture the essential features of the system under study may shed light on the prob-
lem in question. One of these simplified methods is discrete molecular dynamics
(DMD). DMD replaces the interaction potentials between atoms and covalent bonds
by discontinuous step functions. This simplification as well as coarse graining of the
model (replacing groups of atoms by one effective bead) and replacing the effect of
solvent by varying the strength of inter-bead interactions can speed up simulations
sufficiently to generate many folding–unfolding events and to track the aggrega-
tion of many peptides. This increase in speed is gained mainly due to the ballistic
motion of either secondary structures of the protein or individual peptides. This bal-
listic motion is a characteristic feature of the DMD method. This chapter will review
successes and failures of the DMD method in protein folding and aggregation.

1 Introduction

Protein folding and protein aggregation are very important problems in biology and
medicine. In spite of enormous advances in experimental studies of proteins, the
problem of identification of the protein native state given its amino acid sequence
and the inverse problem of designing a protein with a given native state remain
unsolved. Many neurological diseases including prion diseases (such as the notori-
ous Mad Cow disease) and Alzheimer’s disease, as well as various genetic disor-
ders are related to protein missfolding and subsequent polypeptide aggregation into
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insoluble fibrils [1, 2, 3]. Understanding of these processes is extremely important
for prevention and treatment of these diseases. Can molecular dynamic simulations
be of use in this area? All-atom molecular dynamic simulations with accurate force-
fields and explicit solvent are still too slow to simulate complete folding and ag-
gregation trajectories. Therefore, simplified coarse-grained models, which replace
solvent by effective attraction or repulsion of the residues, are needed.

One such approach is discrete molecular dynamics (DMD), which replaces atoms
or groups of atoms by hard spheres interacting by discontinuous stepwise potentials.
DMD has been proven useful for studies of simple liquids [4, 5, 6, 7, 8, 9, 10, 11, 12],
polymers [13, 14, 15, 16, 17, 18, 19], colloids [20, 21, 22], lipid membranes [23],
and DNA-histone binding [24]. For a recent mini-review of the DMD applications
for protein folding and aggregation, see [25, 26]. Due to its simplicity, DMD is also
an ideal aid in teaching thermodynamics, physical chemistry, and polymer physics
[27, 28]. Here we review recent works which use DMD in the studies of protein
folding and aggregation.

2 Discrete Molecular Dynamics

DMD, also known as discontinuous molecular dynamics or event-driven molecular
dynamics, was introduced in 1959 by Alder and Wainwright [4] for simulations of
hard spheres. Later it was used by Rapaport [13, 14, 29] for simulation of polymer
chains, and finally was adopted for simulations of protein-like polymers [15].

Traditional molecular dynamics [30, 31, 32] approximately integrates Newton’s
equations of motion of particles interacting via continuous pair potentials (e.g.,
Lennard-Jones or Coulomb) by updating particles coordinates and velocities at fixed
time steps of the order of a few femtoseconds. DMD [31] approximates these po-
tentials by a discontinuous step-functions of interparticle distance r. Thus in DMD,
particles move along straight lines with constant velocities until a moment of colli-
sion, i.e. a moment of time at which r becomes equal to the point of a discontinuity
of the potential (Fig. 1). This discontinuity may be of an infinite height (hard-sphere,
or an unbreakable chemical bond) or of a finite size (square well or shoulder). The
exact time of the next collision can be obtained by finding a minimal positive solu-
tion of the correspondent quadratic equations for all pairs of particles (See Appendix
A for details). Next, the velocities of the pair of colliding particles are updated us-
ing laws of energy, momentum, and angular momentum conservation. These one
scalar and two vector equations are sufficient to find the six unknown components
of the velocities after the collision and can be solved exactly by reduction to a sin-
gle quadratic equation of energy conservation. If this equation has no roots, it means
that particles do not have enough kinetic energy to jump out of the square well and
they recoil back, as in hard-core collision, without change in kinetic energy. Thus,
in contrast to the traditional molecular dynamics, DMD provides an exact solution
of the system interacting via given discontinuous potentials with strict (subject only
to rounding-off errors) conservation of energy and momentum.
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Fig. 1 A collection of DMD potentials used in various studies. (a) Hard spheres introduced by
Alder and Wainwright [4]; (b) square wells and (c) covalent bonds were used to study polymer
collapse by Rapaport [14]; (d) repulsive shoulder used to model hydrophilic interactions or non-
native contacts [16, 51]; (e) repulsive ramp with two steps used in [87] for auxiliary interactions
in hydrogen bond algorithm and with multiple steps in [9, 10, 11] to model liquids with negative
thermal expansion coefficient; (f) potential barrier used in [21] for ghost particles which occupies
no volume but serve as a heat bath; (g) soft core is used in all our studies to create an initial con-
figuration of nonoverlapping hard spheres by running at low temperature; (h) long-range potential
used to model electrostatic interactions in Refs. [61, 99, 106]; (i) two-state bond is used to create
auxiliary bonds between the backbone beads if they are also linked by a covalent bond [69, 87];
(j) complex bond potential to simulate rotamers [61]; (k) double-step potential used to simulate
liquid–liquid phase transitions [5, 6, 8]; (l) multi-step potential approximating Jagla model [38] for
water [12, 19]

The distribution of atom velocities after a few collisions converges to the Maxwell
distribution. Thus the chance that a pair of colliding particles will increase its po-
tential energy by the step height ΔU is proportional to the flux through the rim of
the square well or shoulder of the particles with the kinetic energy larger than ΔU .
This flux is proportional to exp(−ΔU/kBT ), where kB is the Boltzmann constant
and T is absolute temperature. On the other hand, the probability of entering the
well or descending the shoulder is always one. Hence the DMD is equivalent to the
Metropolis Monte-Carlo in which the set of moves is not artificial but is equivalent
to the ballistic motion of the particles. Hence DMD is suitable for finding dynamic
properties of the system, such as diffusion coefficient, viscosity, and time correlation
function.

A variety of different DMD potential types have been used to solve various
problems in condensed matter physics (Fig. 1). As the sizes of the steps in the
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discontinuous approximation of a continuous potential approach zero, the DMD
trajectory converges to a trajectory of a traditional molecular dynamics for this
continuous potential. Since the coordinates and velocities are updated only at the
moments of collisions, DMD is especially efficient for dilute systems interacting
with very crude potentials such as a hard core plus a single repulsive shoulder or an
attractive well. An example of such a system relevant to protein folding is a model
of heteropolymer in a vacuum. Interestingly, such a crude approximation of a po-
tential (after all, Lennard-Jones potential is also a crude approximation) is often
sufficient to get essential physics and even chemistry right. The ballistic motion of
the particles in the DMD is the main feature which allows to speed up the processes
of folding and aggregation. The distant parts of the protein and different peptides
approach each other ballistically instead of by slow reptation through the surround-
ing solvent. This helps to increase the computational speed by orders of magnitude.
The disadvantage of this speed-up is that one cannot directly predict folding and
aggregation rates.

The step potential for a pair of particles of given types A and B can be encoded
by a string:

A B r0 r1 ε1 ... rn εn,

where r0 is a hard core distance and rn > rn−1 > ... > r1 > r0, are the distances at
which the potential has a discontinuity of step εi. The values of εi are positive for
repulsive shoulders and are negative for attractive wells. If the last εn is omitted, it
means that the particles are linked by the permanent bond whose length can fluctuate
between r0 and rn.

In addition, DMD can be efficiently used to model chemical reactions since it is
possible to change the type of a particle once another particle approaches it within
a certain distance and forms a chemical bond. After the reaction, the members of
a bonded pair may interact differently with each other and with other particles. In
this way, it is possible to model formation of hydrogen bonds and take into account
the maximal valence of a given atom [21, 22]. Moreover, this is an effective way
to model many body interactions, since the particle type may depend on the partic-
ular configuration of its neighbors. Recently, DMD has been applied for modeling
physical gels and strong glass-forming liquids using the maximal valence model
[21, 22].

It is also easy to implement in DMD various macroscopic objects so long as
they are planes or spheres. This can be used for modeling systems in the confined
geometry. It is also possible to implement a gravitational force as well as collisions
with ghost particles to model a perfect canonical thermostat [16, 21]. Very recently,
DMD has been extended to non-spherical objects [33], (ellipsoids [34, 35]) and
patchy surfaces which is potentially a very powerful method for modeling protein
crystallization [36].

The discontinuous pair potentials are suitable for accurate modeling of dihedral
angles by introduction of auxiliary bonds with a small distance between rn−1 and rn

connecting the next to the nearest and third nearest atoms along the chain. However,
these bonds result in a lot of small interval collisions, which significantly slow down
the computation. An alternative approach for efficient modeling of dihedral angles
within the DMD algorithm was proposed in [37].
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As one can see, DMD is well suited for studies of simple crude models with
the goal of understanding the minimal features of the system needed to reproduce a
given phenomenon. The examples of successful application of the DMD are model-
ing fluids with several critical points [5, 6, 7, 8], water-like thermodynamic anoma-
lies [9, 10, 11, 12], anomalous glass transitions in colloids in which the two different
glasses (repulsive and attractive) can exist [20], modeling of physical gels and strong
glass-formers with maximal valence model [21, 22]. Very recently, a simple model
of a non-polar solvent which exhibits the decrease of hydrophobicity upon cooling
has been proposed [19].

Simple geometry of the potentials used in the DMD allows us to understand
the basic mechanisms of a phenomenon under study. For example, anomalous ex-
pansion of water as well as its hydrophobic effect can be reproduced by a spheri-
cally symmetric potential with a repulsive ramp (soft core, Fig. 1b) [38]. The rigid
hydrogen-bond tetrahedron of the nearest neighbor water molecules corresponds in
this model to a hard core, while the more flexible second shell of neighbors rep-
resents the soft core. As the temperature increases, some of the particles from the
second shell may enter the first shell jumping onto the repulsive ramp. Thus the
average distance between the particles reduces and the liquid may shrink upon heat-
ing. Analogous effect explains the increase of hydrophobicity upon heating. Small
solute particles like alkanes can no longer find sufficiently large cages between sol-
vent particles which become closer to each other as the temperature increases. This
effect is the basis for the cold denaturation of proteins [19].

DMD can also be used for accurate prediction of physical and chemical prop-
erties of a system, such as the native state of the protein given its amino acid se-
quence. But in this case one faces a formidable problem of parameterization of
the potentials akin to the same problem in traditional MD. Often the parameters
of the DMD potential lack any physical meaning (like auxiliary bonds) and must
be introduced only to mimic the geometry of the peptide backbone or hydrogen
bonds. Also, since using the explicit solvent immediately eliminates all the ad-
vantages of the DMD, one must model the hydrophobic and amphiphylic interac-
tions by the effective attraction or repulsion between amino acids or specific atoms.
Since the hydrophobic effect is produced by water molecules which form cages
around hydrocarbon groups, this effect strongly depends on temperature and other
neighboring groups. Therefore, one needs to introduce different potentials for the
same atoms in different groups and possibly the three-body interactions by the re-
action scheme discussed above. The parameters of these complex interactions can
be obtained by means of statistical analysis of the protein data bases, but this re-
quires huge effort and decades of human-years. While in the last two decades a
lot of groups were involved in developing traditional MD (CHARMM [39, 40],
GROMACS [41], NAMD [42], AMBER [43], LAMMPS [44]), only a handful
of researches work on the development of the DMD. Nevertheless, a substantial
progress has been made (e.g., the development of the PRIME model by Hall and
co-workers [45]).

The bottle-neck of the DMD algorithm is the effective sorting of the collision
times. The computational cost of a naive algorithm which computes all the pair
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collisions and move all the particles after each collision scales as N3 where N is the
number of particles. Several ways of solving this problem are developed [17, 31].
Our sorting algorithm is described in Appendix A. It allows to reduce computational
cost to N lnN.

3 Protein Folding

A polypeptide with a uniquely folded 3d conformation (native state) is called a
protein. For a long time, biophysicists were puzzled by the following questions:
What makes a polypeptide a functional protein? How does an amino acid sequence
define a unique 3d structure of a protein? How can one design a protein with a
given native sate? How does a protein find its native state in the vast configurational
space? If it would proceed by a random search, a simple estimate predicts that the
folding time will be larger than the age of the Universe (Leventhal paradox) [46].
For a recent review of these problems see [47].

What is the minimal set of features of a model that ensures that a heteropolymer
folds into a unique native state? This question was addressed in the 1990s with help
of lattice models (see [47] and references therein). In a sense, this approach was not
unlike the minimalistic studies of Picasso, who created a drawing of a bull with a
minimal set of features, which however still allowed a spectator to recognize it [48].
Biologists usually do not appreciate this approach, and so in order to be helpful,
physicists must try to move in the opposite direction, from Picasso to Velasquez.

Today it becomes clear [47] that a random heteropolymer does not have a unique
native state. Its potential energy landscape has many deep minima, the difference
between which are just a few kBT . Thus a random heteropolymer will fold into one
of these deep minima. The studies of the lattice models of heteropolymers show that
in order for the protein to have a unique native state, its energy must be by several
standard deviations lower than the minima of the rest of the basins. It is possible to
implement an artificial mutation process based on the Metropolis algorithm which
maximizes the Z-value, i.e. the ratio of the difference between the energy of the
native state and the energy of a typical basin to the standard deviation of the en-
ergy distribution of the basins. Lattice heteropolymers designed in such a way fold
into the native state given by a contact map, i.e. the matrix of contacts between the
amino acids occupying the adjacent lattice sites in the native state. The success of
lattice models suggests that the biologically active proteins are the result of natu-
ral selection, which has gradually increased the stability of the primitive pre-biotic
proteins [49].

4 The One-Bead Go Model

The next step toward a more realistic picture of a protein would be to design an off-
lattice model which folds to a prescribed globular native state. A natural candidate
for this model would be a bead-on-a-string model which interacts via square well
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potentials [13, 14, 29]. The values of the potentials may be taken from an effective
matrix of interactions derived from the probabilities of amino acids to be close to
each other in the native state of the existing proteins [50]. This model can be very
efficiently studied by the DMD. The initial globule can be created by a collapse of a
homopolymer, interacting via identical attractive square wells. The initial sequence
of the protein is a random sequence of twenty letters and then it is changed by
mutations maximizing the energy gap between the energy of the native state and the
energies of random contact maps representing missfolded states as it has been done
for lattice models. Our studies have shown that this approach does not work. The
bead-on-a-string model has too many degrees of freedom and too many contacts
per amino acid. The number of contacts reaches ten for the beads in the central
core of the bead-on-a-string model while in the lattice model it is only four. So it is
impossible to design a protein-like sequence of sixty beads using only the twenty-
letter code.

We have found [51] that the Go model [52, 53, 54] which uses 60× 60 matrix
of interactions (Fig. 2) for a sixty-bead polymer works very well. In the Go model,
the beads which are within a certain distance in the native state attract to each other
while those that are further away repel. Thus, the native state is by definition the
ground state of the model and its energy gap with a randomly missfolded globule
is of the order of nc, where nc is the number of native contacts. We find that the
Go model of a small globular heteropolymer always folds into a native state near
the folding temperature, Tf. Moreover, this happens in a reversible way, so that the
polymer folds and unfolds many times during the simulation. At T = Tf, the folded
and unfolded conformations are equally populated and separated by a significant
energy gap which is about one half of the total number of native contacts (Fig. 3).
This bimodal distribution is a characteristic of the first-order phase transition in
which the two phases (liquid and crystal) may coexist and the potential energy gap
between the two phases is proportional to the number of molecules in the system.
This is in sharp distinction to the behavior of a flexible homo-polymer near the
theta point, which undergoes a second-order phase transition and has a unimodal
distribution of energies.

Interestingly, the models produced by the Go algorithm from a collapsed state of
a homoplymer often have intermediate states in which a tail consisting of a signifi-
cant number of beads is detached from the rest of the folded globule. The partially
folded states comprise an intermediate bump on the potential energy distribution.
Cutting away this tail yields a perfect two-state folder, which represents the major-
ity of the small proteins.

As the temperature of the system is reduced below the folding temperature, the
energy distribution becomes unimodal, with the probability of being in the folded
state dominating (Fig. 4). However, if the temperature of an unfolded state is reduced
below a certain value, which is about 70 % of the folding temperature [51], the poly-
mer may never find its native state and may be trapped forever in a missfolded state.
This phenomenon is analogous to the glass transition in the supercooled liquids, in
which the nucleation of the crystal can be avoided by fast quenching. For protein A,
this phenomenon is observed at T = 0.62, which is about 80% of Tf = 0.765.
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Fig. 2 A Go interaction matrix (contact map) constructed for the B domain of staphylococcal
protein A (1BDD) and barnase (1BNR) using their native states taken from the Protein Data Bank.
The amino acids for which Cβ atoms in the native state are separated by less than 7.5 Å attract
to each other via a square well interaction (Fig.1b) with r0 = 3.459 Å , r1 = 7.5 Å , and depth
ε1 = −ε, while other amino acids repel from each other via a square shoulder interaction (Fig. 1d)
with the same r0 and r1 and height ε1 = +ε. The 1BDD protein has 3 α-helices held together
by 45 long-range contacts. The total number of native contacts is 160 which corresponds to the
ground state potential energy of −160ε. A particular structure of the contact map can vary a lot.
For example, SH3 domain has 3 β -hairpins. An artificial globule constructed by the homopolymer
collapse has neither α-helixes nor β -sheets, but usually have about cN native contacts where N is
the number of monomers and c varies between 2 and 3. The number of long-range contacts is about
0.25–0.3 of the total number of contacts. Shades of gray indicate the probabilities of contacts in
the folded (lower triangle) and unfolded (upper triangle) states at T = TF = 0.765. In the unfolded
state, all long-range contacts have very low probability, while the secondary structure is already
partially formed. In the folded state, many long-range contacts are formed with probability larger
than 0.8. These contacts form putative folding nucleus. The energy gap between the folded and
unfolded state is 54ε. The analogous Go model for barnase has 316 native contacts which is two
times larger than for protein A. This Go model also folds cooperatively into the native state but the
energy gap between the folded and unfolded states is two times wider than for protein A (107ε).
So at Tf ≈ 0.8 barnase can undergo only few transitions between folded and unfolded states in
107 time units. The upper triangle shows contact probabilities for the unfolded state. The lower
triangle shows the contact probabilities in the folded state. The protein consists of two α-helices
and three β -hairpins. While the α-helices are well formed in the unfolded state the β -hairpins are
not present. In order for this protein to fold, the β -hairpins must form cooperatively

This model seems to explain the Leventhal paradox: near the folding tempera-
ture, the secondary structure of the unfolded chain is already partially formed with
about 50% of the native contacts (mainly short ranged) in place (Fig. 2). The indi-
vidual elements of the secondary structure are not stable because its potential energy
differs from the unstructured conformations only by few kBT . However, at this point
the polymer has already lost an immense number of degrees of freedom and acts like
a collection of a few secondary structural elements. Once the few critical long dis-
tance contacts (the folding nucleus) [55] are formed, the partially folded secondary
structural elements come together and the polymer quickly descends into its native
state. This process is similar to the formation of the critical nucleus in the first-order
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Fig. 3 (a) Potential energy versus time for a two-bead Go model of 1BDD protein near
T = TF = 0.765. The graphs for the one-bead Go models of two-state proteins look similar. About
60 folding and unfolding events are visible. (b) In addition, there are many unsuccessful attempts
to fold (UU events) or unfold (FF events). (c) Each folding event takes about 600 time units which
is about 300 times faster than average time spent in the folded or unfolded state. (d) The probability
density of the potential energy is bimodal with equally populated folded and unfolded states. The
average energy of the unfolded state is −73ε which corresponds to the existence of approximately
one half of all native contacts

phase transition. During this stage the remaining 50% of the native contacts are
formed [55, 56]. However, the discussed folding scenario can be an artifact of the
Go model, in which the non-native contacts do not attract to each other and hence
the hydrophobic collapse preceding the formation of the secondary structure cannot
be observed. Adding small hydrophobic attraction between the non-native contacts
to the Go interactions changes the folding scenario [57, 58]. In this case, the protein
first undergoes the hydrophobic collapse into a molten globule state, in which the
secondary structure is only weakly formed. If the attraction of non-native contacts
is significantly weaker than the attraction of native contacts, the molten globule re-
organizes itself into the native state in a first-order-like transition, but the folding
process is much slower than in the case when the non-native contacts are assigned
zero or even positive (repulsive) energy. It is clear that both scenarios can take place
in vitro and in vivo depending on the properties of the protein and its environment.
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Fig. 4 (a) Probability density of the potential energy for different temperatures in the vicinity of the
folding transition for the 1BDD protein. The populations of the folded and unfolded states change
dramatically while the temperature changes from 0.7 to 0.78. Outside this temperature interval the
distribution becomes unimodal. Thus the temperature interval of the folding transition corresponds
to about 40 K in the physiological temperature scale. Accordingly, the average potential energy (b)
dramatically changes with temperature and the heat capacity (c) has a sharp maximum near folding
transition. All these are features of the first-order phase transition. This behavior is typical for the
one-bead and two-bead Go models

The transition time during which the trajectory descends from an unfolded to a
folded state is by several orders of magnitude smaller than the average folding time,
i.e. the time during which the polymer explores the vast ensemble of the unfolded
states. This feature is also observed in the folding of all-atom models with explicit
solvent. Actually, it is the basis of the Pande’s Folding at Home project [59]. In
this approach, hundreds of thousands participants world-wide run the simulations as
screen-savers on their personal computers. Average folding time of a small protein
is of the order of one hundred microseconds, while a typical simulation time is
about 10 ns. In contrast, the descent of the protein from the transition sate in which
the critical nucleus is formed into the native state is within the simulations reach.
Thus in one case out of ten thousand, a lucky participant may observe an actual
folding. Using these results Pande and coworkers can determine the folding rate, an
experimentally verifiable quantity.
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As we see, DMD helps to explain a lot of features of a real protein folding in
simple terms. In summary, the DMD Go model confirms that the protein folding
has many features of the first-order phase transition, in particular nucleation [60].
Of course, since the go model explicitly uses the information on the native state,
it does not bring us closer to the “Holy Grail” of computational biology, which
is an ab initio folding of a protein given only its amino acid sequence. Can pair
potentials, even with correct geometry of the peptide backbone and the side chains,
but without the explicit solvent, be successful in this quest? The answer to this
question is still unknown. The success of folding of the trp-cage miniprotein by
the DMD [61] and by other molecular dynamics methods is probably due to a very
specific sequence of this protein with several prolines which make the backbone
especially rigid. We will review this study below. In reality, amino acids interact
not only with each other but also with the surrounding water, which forms cages
around the hydrophobic amino acids and makes hydrogen bonds with polar amino
acids. Thus, solvent creates effective many-body interactions among amino acids,
i.e. changes the amino acid properties by the effects of their neighbors. Thus solvent
creates many more than 20 effective amino acid types.

5 Transition States of Realistic Proteins

Can the Go model predict certain experimentally verifiable features of real proteins,
such as their transition state ensembles, the folding pathways, and the presence of
intermediates? In order to answer this question, we take [62] a well-studied protein
with a known native state, Src SH3 domain, and create a Go interaction matrix
(Fig. 2), assuming that if Cβ atoms of the side chains are less than 7.5 Å apart in
the native state, they attract with the square well of diameter 7.5 Å and potential
energy −ε, while if they are farther apart they repel from each other as hard-cores
at the same distance. The later rule insures that the protein cannot form non-native
contacts at all. For glycines, which do not have side chains, we use Cα instead of Cβ .

Interestingly, the bead on the string model with this Go matrix and all equal
bond lengths do not fold into a native state, so we have to specify the bond lengths
as the distances between subsequent Cβ atoms in the native state. A version of this
model, in which the distances between Cα atoms in the native state specify the Go
interaction matrix, does not fold into a native state cooperatively. This result indi-
cates that the conformations of the side chains rather than those of the backbone
determine the specific nature of the amino acid interactions. The model shows a
much more cooperative transition than the previously studied model of an artifi-
cially constructed globule [51, 55, 56], although the SH3 domain has similar length,
N = 56, and number of native contacts, Nc = 160. The distribution function of po-
tential energy has a wide gap between the sharp maxima corresponding to the native
and unfolded states, separated by a deep minimum. Similar behavior is observed for
many other short proteins (Fig. 3).
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If one assumes that the potential energy (number of native contacts) is a good
reaction coordinate, then the conformation corresponding to the minimum in the
energy histogram must belong to the free-energy barrier separating the native and
unfolded states and thus constitute the transition state ensemble (TSE), which is by
definition a set of conformations that with 50% chance fold within the typical tran-
sition time and with 50% chance unfold. In the SH3 domain Go model, the ratio of
the transition time to the time for which protein resides in the native and unfolded
states is even smaller than in the artificial globule studies. We find that the major-
ity of the conformations near the minimum of the potential energy histogram do
not correspond to actual folding or unfolding events but represent the unsuccessful
attempts to fold or unfold. We call these attempts folded-folded (FF) and unfolded-
unfolded (UU) events. A FF event is a part of the trajectory, which originates below
the maximum of the distribution characterizing the folded states, reaches the mini-
mum of the distribution and without ever reaching the maximum characterizing the
unfolded states descends below the maximum characterizing the folded states. The
UU events are defined analogously (Fig. 3b). We hypothesize that both FF and UU
events have structural similarities to the TSE. We also hypothesize that the differ-
ence between the UU and FF events is that in FF events the folding nucleus is not
destroyed, while in the UU events the folding nucleus does not form. Thus the con-
tacts which represent the folding nucleus must be those with the maximum positive
difference of their probabilities to be in FF and UU events. (Note that the average
number of contacts in FF events is smaller than in the UU events, because we sam-
ple the UU events below the minimum of the distribution, while the FF events are
sampled above the minimum of the distribution.)

We find [62] that some contacts are significantly more abundant in FF events
than UU events. In the Go model of the Src SH3 domain, there are about 20 such
contacts and all of them belong to the two distinct clusters of long-distance contacts
in the contact map: one characterizes the contacts between the termini of the protein
while another characterizes the contacts between the distal hairpin and the RT-loop.
However, the absolute values of the probabilities to find contacts between the ter-
mini are not very high in the FF event, so we conclude that these contacts do not
characterize the TSE and thus do not belong to the folding nucleus. On the other
hand, the contacts between the RT-loop and the distal hairpin occur in more than
half of FF events, so we assume that they do belong to TSE and thus form the true
folding nucleus.

We also produce the P-fold analysis as an additional test of the putative folding
nucleus. The P-fold analysis consists of randomly changing velocities of the amino
acids in a certain conformation and then performing a simulation for a time interval
which is significantly longer than a typical transition time but is significantly shorter
than the time of staying in the folded or unfolded states. Then we count the fraction
P of trials in which the protein ends up in the folded state. The P-fold analysis con-
firms our identification of the putative TSE and folding nucleus. The amino acids
belonging to this putative folding nucleus form contacts between the distal hairpin
and the RT loop. This conclusion is however not confirmed in the later studies in
which the putative TSE is identified by the all-atom importance sampling MD [63].
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These contacts are not present in any of the 51,000 conformations sampled in the
vicinity of the free-energy barrier on the two-dimensional map which uses radius of
gyration and potential energy as reaction coordinates. On the other hand, the confor-
mations with termini contacts are abundant in this putative TSE. This discrepancy
questions both the ability of simple Go models to make reasonable predictions of
the true folding kinetics and the validity of the all-atom modeling based on impor-
tance sampling molecular dynamics (in these studies no actual folding trajectories
are obtained). Only experiment can bring the final verdict.

This discrepancy is consistent with the idea of multiple folding pathways which
we found for the SH3 domain at low temperatures and some other short proteins
using the one-bead Go model [62, 64]. At high temperatures, within 20% range
from Tf, the protein can fold via two pathways either forming contacts between
distal hairpin and RT loop or (with smaller probability) forming contacts between
C-N termini. At high temperature, both pathways are fast and the folding is optimal
at about 0.85Tf, which is consistent with experimental observations. However, at
T < 0.60TF , the protein can be trapped in the intermediate state with the contacts
between the termini formed prematurely. In order to proceed to the folded state, the
protein must first break these contacts which requires certain activation energy. That
is why, the time spent in the trap diverges at low T following the Arrhenius law.

In addition, we study unfolding of nine other proteins which are known to have
folding intermediates. In general, our results agree with the experimental findings:
namely for the two-state folding protein like SH3 and Im9 domains, the Go model
predict cooperative folding with no intermediates, while for the proteins with inter-
mediates, including Im7 which is homologous to Im9 but is known to have inter-
mediates, the Go model also predicts intermediates. This remarkable success of Go
models suggests that it is the topology of the native state rather than the amino
acid sequence that determines the kinetics and thermodynamics of the globular
proteins.

A different variant of the one-bead model with Go interactions has also been
used for DMD simulations of various folding pathways in α-helical [57, 58] and
β -stranded proteins [65]. These simulations use a pseudo dihedral angle potential
which creates a chirality bias toward right-handed α-helices [16]. In these models
all the contacts (both native and non-native) can form, but the interaction energy
of the native contacts is larger than that of the non-native ones. By varying this
energy gap between native and non-native contacts, various folding scenarios are
observed. For the large energy gap, the protein can not only quickly fold into a
native state, but can also be trapped in the partially missfolded conformations. For
the low energy gap, the protein first collapses into a compact disordered structure
similar to a molten globule [66] and then slowly folds into a native state. Thus, these
studies show that both scenarios are possible for protein folding. In the first scenario,
parts of secondary structural elements form in the unfolded state [67], which then
fold into the native state. During this process missfolded conformations can form
which must unfold for the successful folding into the native state. In the second
scenario, proteins collapse into a disordered globule, which later fold into the native
state either in a cooperative transition or via non-obligatory intermediates.
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However, a third scenario in which the hydrophobic collapse happens simultane-
ously and cooperatively with the formation of the secondary structure is probably
the most likely one. Modern theory of hydrophobic interactions [68] predicts com-
plete dewetting of large polymer globules and formation of the water phase bound-
ary around globules exceeding 1 nm in diameter. The formation of such a globule
is a two-state, first-order-like phase transition even for a flexible homopolymer. Re-
cently, this transition has been demonstrated by the DMD simulations of a hard
sphere polymer in a water-like Jagla solvent [19]. The formation of the relatively
weak hydrogen bonds between the backbone carbonyl and amide, are crucial for
formation of the secondary structure, is unlikely if the backbone is surrounded by
water molecules which can form much stronger hydrogen bonds with the backbone
groups. Expulsion of water by the hydrophobic dewetting caused by the hydropho-
bic side chains enhances the formation of the backbone hydrogen bonds which in
its turn serves as positive feedback for the collapse. Unfortunately, this scenario is
impossible to simulate replacing the effect of solvent by effective pair potentials
between protein atoms.

6 The Two-Bead Go Model

We see that the one-bead Go model is too flexible and needs adjustments of the dis-
tances between Cβ atoms in order to take into account the geometry of the backbone
and the side chains. Thus, we take a next step “toward Velasquez” and explicitly add
the side chains (each represented by a single bead Cβ ) to the backbone, which is still
represented by the chain of Cα [69]. In order to reduce the flexibility of the back-
bone, we add auxiliary bond linking next to the nearest Cα atoms along the back-
bone. These bonds make rigid isosceles triangles Cα ,i−1Cα,iCα ,i+1 with the angle
at Cα,i of approximately 96o and the distance between Cα ,i−1 and Cα,i of approxi-
mately 3.8Å. The Cβ ,i is attached to the Cα ,i bead by a covalent bond of 1.53Å and
by two auxiliary bonds linking it with Cα ,i−1 and Cα ,i+1 in order to keep the cova-
lent bond approximately orthogonal to the plane of the triangle Cα ,i−1Cα ,iCα ,i+1.
Thus, the entire protein consists of imperfect tetrahedra connected by their edges
in such a way that Cβ ,i and Cβ ,i+1 point in opposite directions. The methods for
determining the Go interaction matrix is the same as in the one-bead model (Fig. 2).
Note that glycines lack Cβ and we compute their native contact map using their Cα
coordinates. Both covalent and auxiliary bonds can fluctuate by a few percent within
a square well. This flexibility intends to mimic the actual statistics of the backbone
geometry. Thus the model can form approximate β sheet conformations as well as
α-helixes.

We use the two-bead model to study the SH3 domain TSE [69] performing
P-fold analysis [70] and FF–UU event analysis as in [62]. As in the one-bead model,
the SH3 domain folds in a highly cooperative two-state transition. The transition
state appears to be the same in both one-bead and two-bead models. In addition,
we simulate Φ values using a virtual screening method which we develop for the
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Go model and compare them with the experimental Φ values. The virtual screen-
ing method computes the shifts in the Gibbs potentials ΔGU, ΔGT, and ΔGF, of
the unfolded, transitional, and folded states of the protein, produced by a “mu-
tation” of an amino acid which turns off the interaction energies of this amino
acid with its neighbors in the native state. It is assumed that such point muta-
tions usually do not alternate the topology of the native and transition states. The
change in the Gibbs potential of a certain state X due to mutation is defined as
ΔGX = −kBT ln〈exp(−ΔEX/kBT )〉, where ΔEX is the change in potential energy
due to the mutation, and 〈...〉 determines the average over all the observed confor-
mations in the considered state. Finally, we compute the Φ value of the amino acid
as Φ = (ΔGT −ΔGU)/(ΔGF −ΔGU), which compares the increase in the height of
the free energy barrier to the decrease in the protein stability [71].

Note that no additional simulations are made in the virtual screening method but
we use the conformations obtained in the original Go-model. Thus, the Φ values
are fully determined by the contact map distributions of the transition state. Amino
acids which have the same number of contacts in the transition state as in the na-
tive state have Φ ≈ 1. The amino acids which do not form native contacts in the
transition state have Φ ≈ 0. Note that in the Go model the Φ values can be only
within the range [0,1] while in experiments they can be sometimes larger than one
or even negative; thus, one cannot expect high correlation between the simulated
and the experimental values. Indeed, we found the correlation coefficient r = 0.58.
Particularly disturbing is the high probability of the contact between amino acids
L24 and G54 from the RT loop and distal hairpin in our simulations and their low
experimental Φ values. On the other hand, these are the most conserved amino acids
in the SH3 family, so it seems that they should be important for the protein stability.
In fact, the mutation of G54 in experiments destabilizes the native state but reduces
the transition state barrier, thus it has a negative experimental Φ which may indi-
cate its participation in the transition state. This may be explained by the presence
of the backbone hydrogen bond between G54 and L24, which is not destroyed in
mutations.

To further test the role of this particular contact in the Go model, we replace
it with a permanent bond. The crosslinking of these amino acids significantly in-
creases the population of the transitional state, while the crosslinking of the termini
does not change it significantly. Nevertheless, the question of the relative impor-
tance of the two folding pathways in SH3 domain remains open. A recent article of
Lam et al. [72] shows that by changing the relative strength of the Go-interactions in
the different segments of the two-bead model of the SH3 domain, one can dramat-
ically increase the probability of the folding pathway via formation of the contacts
between the termini without the change in the stability of the native state and coop-
erativity of the folding transition.

The secondary structure of the SH3 domain consists of only β -hairpins and does
not have α-helices. As an example, we test the two-bead model by folding two small
proteins, the B domain of staphylococcal protein A (PDB access code 1BDD) which
has three α-helices and barnase (PDB access code 1BNR) which has both α-helices
and β -hairpins (Fig. 2). It appears that 1BDD folds cooperatively in a two-state
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transition the same way as the SH3 domain (Figs. 3 and 4). At the folding tem-
perature, Tf = 0.765, both folded and unfolded states are equally populated and the
protein undergoes rapid folding and unfolding transition. In the unfolded state, the
α-helices are already well formed but the long-range contacts are not present. Thus
during folding, the α-helices come together and form the tertiary structure. The
folding nucleus belongs to the set of long-range contacts.

Similar situation is observed in barnase, which cooperatively folds at Tf ≈ 0.8 in
a two-state process. This result coincides with the conclusions of [64] in which the
absence of the intermediates for barnase has been reported based on a few unfolding
trajectories of the one-bead Go model. We study the structure of folded and unfolded
states at T = 0.8. In the unfolded states, the α-helices are well formed but some of
the β -hairpins are not present. This is clear because the α-helices are formed by the
short-range contacts and thus their formation costs much smaller entropy loss than
the formation of β -hairpins for which the contacts have longer range. Accordingly,
the protein folds simultaneously with the two central β -hairpins which are likely
to be a part of the TSE. There is an experimental evidence that barnase has an on-
pathway folding intermediate [73]. The fact that this intermediate aggregates may
indicate that it has exposed β -strands. This is consistent with our simulation results.

However, in reality, the formation of the β -hairpins may precede the α-helices.
The two-bead Go model does not take into account the entropy of the side chains.
Accordingly, β -hairpins may have larger entropy than α-helices and may form
at higher temperatures. By changing the energy [72] or the range of the Go-
interactions, one can change the folding pathway and reverse the order of formation
of α-helices and β -hairpins.

The two-bead Go model is now publicly available for the P-fold analysis of the
arbitrary protein structures [70]. It can be used for studies of large-scale confor-
mational dynamics of long proteins consisting of thousands of residues and their
binding [74]. It has been employed in the study of the conformations of the de-
naturated proteins [67]. The nature of the Go interactions leads to the abundance
of the native secondary structural elements in the denaturated states. However, this
result may depend on the relative strength of the native and non-native contacts as
discussed in [57, 58]. Very recently the two-bead Go model has been used for sim-
ulation of histones binding to DNA [24]. Each DNA nucleotide has been modeled
by three effective beads.

7 The Two-Bead Model with Hydrogen Bonds:
Studies of Protein Aggregation

It is well known that many genetic neurological diseases are caused by aggrega-
tion of proteins into insoluble fibrils formed by the β -sheets crosslinked by hydro-
gen bonds [1, 2, 3]. While an isolated protein can still fold into its native state, the
proteins in concentrated solutions can attach to each other by the exposed β -strands,
and then find a new deeper free-energy minimum corresponding to the insoluble
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fibrils with a regular structure. Thus, the fibril formation in many aspects is similar
to crystallization except that in protein crystallization the proteins remain in the
native state and are attached together by relatively weak side chain interactions. Un-
derstanding of the mechanism of this phenomena is of crucial importance in devel-
oping drugs which would prevent protein aggregation and thus stop the development
of such devastating neurological syndromes as Alzheimer’s disease, Parkinson’s dis-
ease, Huntington’s disease, and prion diseases [1, 2, 3, 75, 76].

As a first step in modeling aggregation, we introduce hydrogen bonds into our
two-bead model in addition to the Go interactions [77, 78]. The amino acid in each
peptide is identified by its index i, which is its number starting from the N terminus.
We assume that if a certain pair of amino acids i and j within the same peptide
interacts via an interaction potential, determined by the native state, it interacts with
the same potential even if its members i and j belong to different peptides. Also,
we assume that the hydrogen bonds can form between the amino acids in the same
peptide and between the different peptides, except that the hydrogen bonds between
amino acids i and j from the same peptide are forbidden if |i− j| < 3. This rule is
derived from the extensive studies of the structures in the Protein Data Bank (PDB).

In reality, the backbone hydrogen bonds are formed between nitrogens and oxy-
gens from the carbonyl groups of the backbone. Thus each amino acid can form at
most two backbone hydrogen bonds one by donating a hydrogen by the nitrogen
and another by accepting a hydrogen by the carbonyl. The geometry of the pep-
tide backbone is such that these two bonds must be approximately parallel. In the
two-bead model we do not have carbonyls and nitrogens so we introduce the effec-
tive bonds between Cα beads. Each Cα is allowed to have two hydrogen bonds. So,
each Cα keeps track of the number of hydrogen bonds and the amino acids linked
by these bonds. If two beads Cα,1 and Cα ,2 have no hydrogen bonds then they will
always form a new hydrogen bond as soon as they come to a distance of 5 Å. If
Cα,2 already has a hydrogen bond with Cα ,1 and comes within 5 Å of the bead
Cα,3, the hydrogen bond between Cα ,2 and Cα ,3 can be formed only if the distance
between Cα ,1 and Cα ,3 is between 8.7 Å and 10 Å. In addition to this hydrogen
bond, an auxiliary bond is formed between Cα,1 and Cα,3 which is modeled by the
infinite square well of this width (between 8.7 Å and 10 Å). This auxiliary bond
keeps the angle between the two hydrogen bonds close to 180o during the time of
the existence of these hydrogen bonds. If the beads linked by a hydrogen bond ap-
proach 5 Å distance, the hydrogen bond breaks according to the normal rules of
the DMD and the auxiliary bonds which may exist between them and their partners
break simultaneously without any energy loss. We take the energy of the hydrogen
bond εHB = 3εGo, because the hydrogen bond interactions are much stronger than
the hydrophobic interactions between the side chains. Of course, the role of water,
which may also form the hydrogen bonds with the backbone, is totally neglected.
Surprisingly, this highly simplified model, while keeping the native structure of a
single protein, produces perfect β -sheets between different peptides.

We decided to simulate the aggregation of the SH3 domain [77] because we had
already studied its folding and because aggregation does not depend on the amino
acid–specific interactions and thus can in principle involve any protein. We placed
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eight identical proteins in the simulation box and raised the temperature, to com-
pletely unfold them. Then we ran long equilibrium simulations at different tem-
peratures. The proteins moved ballistically around the box, so the chance that they
can soon come in the vicinity of each-other was very high. At first they formed
disordered oligomers which later transformed into β -sheet fibrils. The fastest fib-
ril formation happened near folding temperature TF , when the individual proteins
frequently unfolded but retained significant amount of the secondary structural ele-
ments in the unfolded state. Accordingly, the SH3 domain proteins formed parallel
and antiparallel β -sheets between the RT loops which produce a sort of a barrel with
an axis parallel to the direction of the hydrogen bonds. The terminal regions of these
proteins remained highly disorganized. The fact that this model can correctly pre-
dict the domain swapping between two proteins indicate that even this very simple
model can correctly capture some features of protein aggregation [77, 78].

Similar results have been achieved in the simulations of β -amyloid peptides
whose native state has been modeled by the α-helices [79]. Aggregation of the
amyloid-β peptide is believed to be the leading cause of the Alzheimer disease.
Interestingly, the peptides first form unstructured oligomers with high degree of
α-helical structure still present, and only later do they organize themselves in the
perfect multi-layered β -sheets. This finding is in accordance with the present hy-
pothesis that the death of neurons in the Alzheimer disease is caused not by the
ordered amyloid fibrils accumulated in the plaques, but by short-lived intermedi-
ate oligomers which are precursors for fibrillization [80, 81]. These oligomers are
highly mobile and can attach themselves to the cell membranes and probably punc-
ture them. Similar β -fibrils have been obtained by Hall and coworkers in the aggre-
gation of polyalanine [82, 83] and polyglutamine [84] by an intermediate resolution
protein model similar to the four-bead model discussed next. The polyglutamine
fibril formation is the molecular basis of Huntington disease.

8 The Four-Bead Model: Studies of the ααα-Helix-to-βββ -Hairpin
Transition

The next step toward a realistic protein model that can fold into a native state
without explicitly specifying its topology by the Go interaction matrix is to cre-
ate a model which can reproduce spontaneous formation of the secondary structure,
i.e. α-helices and β -sheets. The role of secondary structure formation is crucial in
understanding the protein folding and aggregation. In α-helices, all the backbone
hydrogen bonds are used, thus they cannot aggregate into fibrils, while in β -sheets
only half of the hydrogen bonds are used and thus they can easily aggregate. In or-
der for the peptide with a significant amount of α-helices to aggregate, the α-helices
must spontaneously transform into β -sheets [85].

Go models predict that about 50% of the secondary structure is formed in the
unfolded sate before the cooperative folding takes place. The secondary structure
in the unfolded state is not stable because in the presence of water, backbone
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can form hydrogen bonds with surrounding water molecules which are stronger
than the interpeptide hydrogen bonds. The hydrogen bond C=O...H–O–H between
a carbonyl group and a water molecule is about 21 kJ/mol, while the carbonyl–
nitrogen hydrogen bond –C=O...H–N– is only 8 kJ/mol. Once the folding nucleus
is formed and cooperative folding takes place due to hydrophobic collapse, the wa-
ter molecules are expelled from the interior of the protein and the protein backbone
has no other choice but to form hydrogen bonds between carbonyls and nitrogens.
Thus, the secondary structure becomes stable in the folded state. This argument
suggests that it is impossible to create an accurate protein model without taking
into account the local environment of hydrogen bonds. More advanced models of
hydrogen bonds, which can be turned on and off depending on the conformation
of the protein in the vicinity of the carbonyl and amide groups, are currently being
developed by several research groups.

The four-bead model that we have developed is similar to the PRIME model of
Carol Hall and co-workers [86]. This model correctly reproduces the backbone ge-
ometry. It replaces each amino acid by a rigid tetrahedron of four beads: N, Cα , CO,
and Cβ (Fig. 5). In glycines Cβ is absent. The rigidity is achieved by three covalent
bonds, N–Cα =1.56 Å, Cα –CO=1.51 Å, and Cα –Cβ =1.53, and three auxiliary
bonds, N–CO=2.44 Å, Cβ –N=2.44 Å, and Cβ –CO=2.49 Å. The tetrahedra repre-
senting amino acids i and i + 1 are linked together by the rigid planar quadrilateral
(plate) Cα,i–COi–Ni+1–Cα ,i+1 formed by the peptide bond COi–Ni+1 =1.33 Å link-
ing two amino acids together, two covalent bonds Cα,i–COi, and Ni+1–Cα ,i+1 which
participate also in the correspondent tetrahedra, auxiliary bonds Cα ,i–Ni+1 =2.41 Å,
COi–Cα,i+1 =2.43 Å, and the diagonal Cα,i–Cαi+1 =3.78 Å, which maintains the
quadrilateral rigidity. Note that Cβ ,i and Cβ ,i+1 atoms in the adjacent amino acids
point in the opposite directions. The beads N, Cα , CO, and Cβ are modeled by hard
spheres of radii 1.69, 1.76, 1.75, and 1.54 respectively.

The amino acid tetrahedra can freely rotate (like doors around hinges) around
N–Cα and Cα –CO bonds forming the two Ramachandran dihedral angles Φ and Ψ ,

C

C

C

i

β

i+1

i+1

CαC
i

Ψi

Φi+1
α

β

Φi

Ni
COi

i+1Ni−1CO COi+1

HB

HBHB

HB HB

Cβi−1

i−1α

Fig. 5 The four-bead model of the protein backbone. Bold lines show covalent bonds, dashed
lines show auxiliary bonds which helps maintain correct backbone geometry, and thick broken
lines show possible hydrogen bonds
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respectively, between the plane NiCα ,iCOi and the adjacent quadrilaterals
Cα,i−1COi−1NiCα,i and Cα,iCOiNi+1Cα,i+1. The sequence of Ramachandran an-
gles Ψ1,Φ2,Ψ2, ...Ψn−1,Φn completely determines the backbone conformation. The
absolutely planar β -strand conformation corresponds to all Ψi = 0, Φi = 0. Mathe-
matically, the Ramachandran angles are determined by the sequence of the four suc-
cessive backbone bond vectors, a1=COi−1Ni, a2=NiCα,i, a3=Cα,iCOi, and
a4=COiNi+1:

Φ = ±acos

(
[a2 ×a1] · [a2 ×a3]
|a2 ×a1||a2 ×a3|

)
,

where the sign coincides with the sign of ([a1 ×a3] ·a2) and

Ψ = ±acos

(
[a3 ×a2] · [a3 ×a4]
|a3 ×a2||a3 ×a4|

)
,

where the sign coincides with the sign of ([a2 ×a4] ·a3).
The hydrogen bonds between Ni and CO j are modeled as a thin square well in-

teraction of maximal distance bmax = 4.2 Å and minimal distance bmin = 4.0 Å with
negative potential energy −εHB. To maintain a correct orientation of the hydrogen
bond, we introduce four auxiliary bonds which appear and disappear together with
the hydrogen bond (Fig. 6a). These bonds are created between the reacting beads and
their neighbors in the opposite backbone: NiCα, j = r1, NiN j+1 = r2, CO jCα ,i = r3,
and CO jCOi−1 = r4. The energy of these bonds is determined as a step function:

U(rk) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∞ rk < dmin,k

εHB dmin,k < rk < d0,k,
εHB/2 d0,k < rk < d1,k,
0 d1,k < rk < dmax,k,
∞ rk > dmax,k.

(1)

The values of dmin,k, d0,k, d1,k, and dmax,k are within the range of 4.4 Å–5.6 Å and
their tables are presented in [87] The total potential energy change when Ni and CO j

come to a distance bmax is thus ΔU =−εHB +∑4
k=1 U(rk). Obviously, −εHB < ΔU <

3εHB. If one of the reacting beads already has a hydrogen bond, or if |i− j|< 4, or if
the kinetic energy of Ni and CO j is not sufficient to overcome the potential barrier
ΔU , the hydrogen bond does not form and the beads collide as hard spheres. Other-
wise, the hydrogen bond forms and the kinetic energy of the two beads is changed
by −ΔU . After the hydrogen bond has formed the molecular dynamics proceeds
according to the general rules taking into account the discontinuities of the auxil-
iary bond potential until the beads Ni and CO j again come at the distance bmax. At
this point, the change in potential energy ΔU ′ = εHB −∑4

k=1 U(rk) is computed and
the hydrogen bond breaks if the kinetic energy of Ni and CO j is sufficient to over-
come the barrier ΔU ′. Thus during hydrogen-bond formation and breaking the total
energy and momentum are strictly conserved. This algorithm results in a rather flex-
ible hydrogen bond which can form if one of the reacting beads (e.g., CO) comes at
any point on the surface of spherical segments of radius bmax surrounding another
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Fig. 6 (a) A hydrogen bond in our four-bead model. Thick dashed lines indicate hydrogen bond,
thin dashed lines indicate auxiliary bonds helping to maintain hydrogen bond orientation, and bold
lines show the covalent bonds of the backbone. See explanation in the text. (b) A projection of
the potential energy landscape of the hydrogen bond onto the peptide plate. The arc indicates
the sphere of radius bmax. Whenever a CO j bead touches this sphere within spherical segments
indicated by thin bold lines a hydrogen bond may form. The borders of these segments appear
as straight lines on the projection because they are produced by the intersections of the hydrogen
bond sphere and the auxiliary bond spheres of various radii (dmin < d0 < d1 < dmax, dotted lines)
with the centers at the neighboring backbone beads COi−1 and Cα,i which all lie in the projection
plane. The numbers show the potential energy change according to (1) upon possible formation
of this bond provided that the backbone of CO j bead (not shown) has an optimal orientation. The
drawing approximately reproduces the geometry for the values of dmin,d0,d1,and dmax given in
[87]. The similar construction must be done for the contribution of the other two auxiliary bonds

bead (e.g., N) as indicated in Fig. 6b. These spherical segments are formed by the
intersection of the sphere of radius bmax with the center at CO and the spheres of
radii dmin, d0, d1, and dmax surrounding the neighboring beads (e.g., CO and Cα ).
Figure 6b shows the projection of these segments on the plane of beads Cα CON,
thus the boarders of these segments appear as straight lines. The numbers on the fig-
ure indicate the change in potential energy without taking into account the other two
auxiliary bonds which are not shown [ΔU−U(r1)−U(r2)]. This construction which
belongs to Feng Ding [87] is the main difference between our four-bead model and
the PRIME model of Carol Hall and co-workers [86].

We model a polyalanine of 16 amino-acids. The graphs of the Ramachandran
angles for α-helix, β -hairpin, and random coil are in good agreement with the ex-
perimental ones (Fig. 7). The ground state of this model is the α-helix with potential
energy Uα = −12εHB, which is significantly below the energy Uβ = −6εHB of the
β -hairpin; however the entropy Sα of the α-helix is very small comparatively to
the entropy Uβ of the β -hairpin which is visually apparent from the spread of the
points on the Ramachandran plots. An accurate method of finding the entropy of the
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Fig. 7 Upper panel: typical conformations of the α-helix (a), β -hairpin (b), and random coil
(c). The large gray beads represent Cβ . The gray scale code indicates from black to white: N,
CO, Cα , Cβ , hydrogen bonded and terminal N, hydrogen bonded and terminal CO. Lower panel:
Ramachandran plots for the α-helix (a), β -hairpin (b), and random coil (c) states of the 4-bead
model. The scales range from 0 to 360◦ for both Φ (horizontal axis) and Ψ (vertical axis). Each
cell corresponds to a bin of 5◦ in Φ and Ψ . Colors in rainbow order indicate the probabilities for
Φ and Ψ to belong to a certain bin from black (high) to white (low). White cells indicate zero
probability

4-bead model based on the root mean square deviation of the beads from a repre-
sentative conformation is presented in our original publication [87]. The potential
energy of the random coil is Uc = 0, but its entropy Sc is even higher. We found
that there is a window of temperatures when the free energies Fx = Ux −T Sx of all
the three states are approximately equal. In fact, at T = 0.12εHB/kB, the free ener-
gies of β -hairpin and α-helix are populated with equal probability and the model
can spontaneously undergo a reversible α-helix to β -hairpin transition (Fig. 8). We
found that the only pathway from an α-helix to a β -hairpin leads through a com-
pletely unfolded conformation. The frequency of these transitions are proportional
to exp((Fα −Fc)/kBT ) and exp((Fβ −Fc)/kBT ), which are highly dependent on
temperature. At T = 0.13εHB/kB, the β -hairpin is at equilibrium with the random
coil and the α-helix is almost never observed. In contrast, at T = 0.11εHB/kB, the
spontaneous transition between an α-helix and a β -hairpin is never observed and
the peptide can be trapped in a metastable β -hairpin conformation. If we estimate
εHB = 21 kJ/mol, [88] this temperature range corresponds to 276–328 K, i.e. to phys-
iological conditions. Note that the transitions between all the three states resemble
the first-order phase transitions. On the other hand, the β -hairpin can be regarded as
a high temperature intermediate in the folding transition to the α-helix.
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Fig. 8 (a) Potential energy versus time for the four-bead model of the 16-poly-alaninine peptide
at T = 0.125 which is close to the equilibrium temperature of the β -hairpin (U = 6εHB) to α-helix
transition (U = 12εHB). Several spontaneous transitions from a β -hairpin to an α-helix and back
are observed. The transitions occur through complete unfolding to a random coil conformation
(U = 0). The temperature window for which this behavior is possible is narrow. (b) Potential en-
ergy histograms for four different temperatures close to the glass transition. For T = 0.115, the
random coil conformations are almost never observed, and the spontaneous transition becomes im-
possible in the simulation time scale window for T < 0.11. For T = 0.13 the peak of the histogram
corresponding to the α-helix becomes almost invisible and for higher temperatures the transition
to an α-helix never occurs

In order to study if the cooperative folding to the α-helix can be achieved by
introducing side chain interactions, we include the hydrophobic interactions (H)
for some of the Cβ beads as square well potentials with depth εHP and range of
attraction 6.5 Å. We model the polar side chains (P) by the hard spheres of the
original diameter. We study the sequence PPHPPHHPPHPPHHPP, which was ex-
perimentally designed [86, 89, 90] to fold into the native α-helix. Indeed, when the
relative strength of the hydrophobic interactions reaches εHP = 0.25εHB we achieve
the cooperative folding from a random coil to an α-helix, via a structureless molten
globule state [66]. The folding transition is characterized by a very sharp maximum
in the specific heat over the range of temperatures from 0.122 to 0.134. Thus, our
model provides one of the first successful simulation of folding of a short peptide.

A missing link in understanding the amyloidogenesis of α-helix-rich proteins to
β -sheet-rich fibrils is the possible presence of a metastable β -hairpin intermediate
state, prone to aggregation [85]. Our results suggest a generic framework that ex-
plains why this β -hairpin intermediate is favorable in terms of free energy. Although
the potential energy of a β -hairpin is higher than that of an α-helix, its entropy is
also higher, thus the β -hairpin can appear as a high temperature intermediate. Also
our simulation is consistent with the recent experimental results which show that the
changes in the solvent can induce conformational changes in the protein. Indeed, the
solvent can strongly affect the relative strength of hydrophobic interactions and hy-
drogen bonds. In recent years, a major progress in the DMD simulations of polyala-
nine and polyglutamine has been achieved by Hall and co-workers [84]. They also
successfully simulated the effect of side chain interactions.
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In [91] the four-bead model has been applied to the studies of the β -amyloid
aggregation. The side chains of the amyloid peptide with 40(42) residues DAE-
FRHDSGYEVHHQKLVFFAEDVGSNKGAIIGLMVGGVV(IA) have been repre-
sented by hard spheres located at Cβ , except for six glycines (G), which have
been presented by only three beads. At low T = 0.1 the conformations are mostly
α-helical, while for larger T, mostly β -stranded conformations have been observed
in agreement with the simulation of polyalanine [87]. When two identical peptides
are placed in the simulation box they form various β -stranded dimers linked together
by parallel or antiparallel β -strands. These conformations serve as initial conforma-
tions for the all-atom MD simulations which employ the Sigma program [92] for
calculation of the free energy [93] difference to determine the stability of various
dimer conformations and to compare the stability of Aβ -42 and Aβ -40 dimers. The
majority of the peptide conformations produced by DMD passed the stability test
by the all-atom MD. This fact suggests that the four-bead model generates realistic
protein conformations. However, the observed conformations do not correspond to
the structure of the Aβ conformations in the Aβ fibrils [94] and do not show sig-
nificant differences between the stabilities of Aβ -42 and Aβ -40 dimers. This is not
strange since the four-bead model used in these studies does not take into account
the amino acid–specific interactions.

Later, the four-bead model has been used to investigate the aggregation of
microglobulin [95], which is the molecular basis of the complications in patients un-
dergoing long-term hemodialysis. These studies have addressed an important prac-
tical question of the role of the disulfide bond in the aggregation pathways. The side
chain interactions have been modeled by the Go interaction matrix as in [79]. The re-
sulting trimers produced by DMD have been further studied by all-atom AMBER-8
simulations [43].

9 Simulations of Amino Acid–Specific Interactions

The example provided by the four-bead model shows that we indeed have some
hope to simulate ab initio folding of short proteins and make verifiable predictions
of the protein aggregation and missfolding. Also, this example shows an extreme
complexity of parameterization of the DMD model, with lots of parameters which
do not have much physical meaning like auxiliary interactions used in the hydrogen-
bond algorithm. Another problem is that very few research groups are working on
the development of the DMD code and no well-documented source codes for the
DMD simulations of biomolecules are publicly available. Obviously, development
of such a code requires huge funding, while the granting agencies are focused on
immediate biomedical applications and are reluctant to invest money in untraditional
methods like DMD.

Nevertheless, some success has been achieved in this direction. In 2005, Ding
et al. successfully simulate a folding transition of a trp-cage miniprotein NLY-
IQWLKDGGPSSGRPPPS to a 1.5 Å resolution [61]. They have developed a more
detailed “5++”-bead model of a protein with explicit carbonyl oxygens and heavy
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side chains with Cγ and Cδ beads, bifurcated side chains with two Cγ beads, and
with an additional covalent bond between the side chain and the backbone for pro-
line. The explicit carbonyl oxygens lead to a much more realistic and simple model
of the backbone hydrogen bonds than in the four-bead model. Different type of
interactions have been included for salt bridges, aromatic, and aromatic–proline in-
teractions. They have found a folding transition with an intermediate of 3.5 Å from
the native state and the folded state of 1.5 Å from the NMR-resolved native state.
However, as they decrease the temperature, the intermediate does not completely
disappear and the distance from the NMR native state increases. This discrepancy
clearly indicates that the parameters of the model are still imperfect although all the
interactions have been defined from the extensive statistical analysis of the protein
structures in the PDB. Another concern is that trp-cage miniprotein is a very specific
one with especially rigid backbone due to four prolines. Thus, the relative success
in its folding may not be transferable to other proteins.

More recently, similar model [96] has been applied for the studies of polyglu-
tamine aggregation, which is the cause of nine human diseases including Hunting-
ton’s disease. Glutamine has been modeled by six beads: four beads of the backbone
Cα , C’, O, N and two beads of the side chain, one bead representing methylene
groups (-CH2-CH2-) and another representing the carboxylamine (CONH2) group.
The authors show that the propensity to form β -sheets increases with the length
of the polyglutamine repeat. This may explain why if the repeat length exceeds a
critical value of 35–40 glutamines the disease starts to develop and becomes more
severe as the repeat length increases in a lifetime of a patient. The same model have
been also employed to study the α-helix-to-β -sheet transition with a subsequent ag-
gregation of a 17-residue peptide named ccβ , SIRELEARIRELELRIG [97]. Con-
formational changes of this small protein-like peptide can serve as a model for prion
diseases.

Recent DMD studies [98, 99, 100] have been done in close collaboration with the
experimental group of David Teplow and are aimed to model specific pathways of
amyloid aggregation in Alzheimer’s disease [101, 102]. Urbanc et al. use DMD sim-
ulations of β -amyloid aggregation using the original four-bead model with various
strength of hydrophobic interactions of the Cβ beads, which are intended to model
the amino acid–specific interactions. The hydrophobic strength has been taken from
standard hydrophobicity tables [103]. These simulations have been done with 32
peptides and show that they aggregate into micelle-like disordered oligomers of var-
ious sizes with highly hydrophobic amino acids in the center and hydrophilic amino
acids forming a shell around the hydrophobic core which prevents further aggrega-
tion. Interestingly, the Aβ -42 which is genetically linked with the Alzheimer disease
phenotype forms larger oligomers than Aβ -40 which lacks a highly hydrophobic
isoleucine at the C-terminus. This finding is constant with the experimental results
of [81, 104]. These studies also reveal a statistically predominant turn near the N-
terminus of the aggregated peptides. This turn is due to glycines Gly37 and Gly38
and is stabilized by the strong hydrophobic interaction between two valines Val36
and Val39. While in Aβ40, no other nearby amino acid is involved in this turn, in
Aβ42, methionine Met35 strongly interacts with isoleucine Ile41 and valines Val39
and Val40 and thus stabilizes this turn even more. This is especially significant,
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since in vitro oxidation of methionine in Aβ42 by Bitan et al. [105] reduces the
aggregation propensity of Aβ42 and makes it equal to that of Aβ -40.

An attempt to build a united atom DMD model has been recently made by
Borreguero et al. [106]. This model is a further development of Feng et al. [61]
5 ++-bead model and takes into account all atoms except hydrogens. In collabo-
ration with Teplow’s group, they studied the conformational statistics of the central
amyloid segment Aβ (21-31) which is believed to form a folded structure in the
oligomers. The results of simulations predict a loop structure with a turn caused by
the hydrophobic interactions between valine and a long hydrophobic part of lysine.
The charged tail of lysine is competing to form a salt bridge with the aspartic acid
and the glutamic acid. This salt bridge stabilizes the loop. By varying the strength of
electrostatic interactions, it is possible to shift the most predominant electrostatic in-
teraction from Glu22-Lys28 to Asp23-Lys28. This may indicate a special role which
Glu22 has in familial mutations which increase the risk of Alzheimer disease. This
example shows what level of molecular details can be achieved by DMD. Of course,
all these predictions may not be correct because the behavior of the model highly de-
pends on the hundreds of parameters describing the interactions. These parameters
are obtained by Borreguero from the extensive studies of the PDB but still a huge
effort on optimizing the interactions is needed before DMD will achieve predictive
power. At present, the results of DMD can provide a useful food for thought for the
experimentalists but one has to always take them with reservations. Nevertheless,
I believe that with the increase of computation power and with enormous effort of
devoted graduate students, DMD will soon become a routinely used predictive tool
in molecular biology.
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Appendix A Details of the DMD Algorithm

The structure of the DMD algorithm is the following:

(1) Find collision times of all pairs of neighboring particles and record them into
collision tables

(2) Find the next collision time.
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(3) Clean up the tables from the data involving colliding particles.
(4) Move the colliding pair to the time of collision and find the new velocities after

collision.
(5) Find the new collision times of the collided particles with their neighbors.
(6) Compute time averages of the properties of interest and save the data if needed.
(7) Go to Step (2)

A.1 Find the Next Collision

Between collisions, particles move along straight lines with constant velocities.
When the distance between the particles, r, becomes equal to rk at which U(r) has
a discontinuity, the velocities of the interacting particles instantaneously change.
The interaction time ti j for two particles with coordinates ri, r j and velocities vi, v j

satisfies the quadratic equation

(ri j + ti jvi j)2 = R2
i j,

where Ri j = rk and k depends on the initial distance between particles ri j =
ri − r j and their relative velocity vi j = vi − v j. This quadratic equation may have
two positive roots, two negative roots, two roots of different signs, or no roots at all.
The roots are determined by the formula

ti j =
−(vi j · ri j)±

√
(vi j · ri j)

2 + v2
i j

(
R2

i j − r2
i j

)

v2
i j

,

where the actual collision time corresponds to sign “plus” if roots have different
signs or “minus” otherwise. The value of k in Ri j = rk is selected to minimize ti j > 0.
If there are no positive roots, it means that the particles will not interact and ti j = ∞.

A.2 Move the Colliding Particles Forward Until a Collision Occurs

We find the next collision time
δ t = min

i< j
ti j

for all possible pairs of particles and propagate the system to time

t ′ = t +δ t

so that
r′i = ri +δ tvi.
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At this moment, the distance between the centers of colliding particle-pairs becomes
equal to rk. The minimization of the ti j is optimized by dividing the system into
small cubic cells whose size is equal to the largest interaction distance. The colli-
sion times are computed only for particles in the nearest neighboring cells and are
stored in the collision lists of the atoms belonging to this cell. After two particles
collide, their future collision times with other atoms become invalid and must be
removed from their collision lists and from the collision lists of the atoms in whose
collision lists these particles occur. Only these affected atoms are moved to the next
collision time, and the new collision times of these atoms with the collided particles
are computed. The rest of the atoms in the system are not affected and stay at their
positions.

In order to keep track of the atom position in space-time, each atom structure
stores (besides the atom type, current coordinates, and velocity components) the
update time, (i.e., the time at which the atom coordinates were last updated) and
the time of leaving the cell. The collision times larger than this value are not kept.
After an atom enters a new cell (which is treated as an event equivalent to the col-
lision with other particles) its collision list is empty, and it is filled again with colli-
sions with atoms in the new neighboring cells. After collision tables are updated, the
new nearest collision time is found for each cell containing the affected atoms and
then those cells participate in the binary tree sorting procedure similar to the World
Cup schedule. This algorithm reduces the computational costs to N lnN, where lnN
comes from the tree sorting and for all practical purposes can be neglected. However,
this algorithm becomes impractical when the largest interaction distance becomes
greater than 1/4 of the system box. Further improvements can be achieved com-
puting a list of all atoms within certain distance to a given atom [33]. The program
spends most of the CPU time in the calculation of the next collision times, many
of which will never occur, because an atom will collide with somebody else sooner.
The calculations of the future collision times during the update of the collision ta-
bles can be parallelized. But the problem of effective scalable parallelization for the
DMD (to the best of my knowledge) has not yet been solved.

A.3 Implement Collision Dynamics of the Colliding Pair

Finally, we find the new velocities v′i and v′ j after the collision. These velocities
must satisfy the momentum conservation law

mivi +m jv j = miv′i +m jv′ j,

the angular momentum conservation law

mi[r′i × vi]+m j[r′ j × v j] = mi[r′i × v′i]+m j[r′ j × v′ j],

and the energy conservation law
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miv2
i

2
+

m jv2
j

2
+Ui j =

miv′2i
2

+
m jv′2j

2
+U ′

i j,

where Ui j and U ′
i j are the values of the pair potential before and after the collision.

These values are equal to U(Ri j±ε), depending on the direction of the initial relative
velocity vi j, initial distance ri j, and the value of Ri j. These equations are equivalent
to six scalar equations, which are sufficient to determine the six unknown compo-
nents of the velocities v’i and v’ j. By introducing a new coordinate system with the
origin at the center of the particle j, and the x-axis collinear with the vector r’i j,
we construct the expressions for the velocities that satisfy the momentum and the
angular momentum conservation laws:

v′i = vi +Ar′i jm j,
v′ j = v j −Ar′i jmi,

(2)

where constant A is determined from the energy conservation law:

A = a
±
√

1+2(Ui j −U ′
i j)(mi +m j)/(R2

i ja
2mim j)−1

mi +m j
(3)

and a = (vi j · ri j)/R2
i j. The sign “plus” in the expression for A corresponds to the

motion after the collision in the same direction as before the collision, i.e. the parti-
cles penetrate into the attractive well or the soft core if they move toward each other
before the collision, or leave them if they move away from each other. Note that this
may happen only if the expression under the square root is positive, i.e. if there is
enough kinetic energy to overcome the potential barrier:

R2
i ja

2mim j

2(mi +m j)
≥U ′

i j −Ui j.

Otherwise, the reflection happens, the particles do not change their state: U ′
i j = Ui j,

and the sign in the expression for A must be “minus”.

Appendix B Calculation of Energy and Temperature

The total energy of our system is defined as:

E = K +U, (4)

where K and U are the kinetic and potential energy, respectively. The kinetic energy
is a sum of contributions from the individual particles

K =
N

∑
i=1

miv2
i

2
, (5)
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while the evaluation of the potential energy contribution involves summation over
all pairs of interacting particles

U = ∑
i< j

Ui j . (6)

The temperature of the system T is calculated according to the equipartition the-
orem. For a d-dimensional system the instantaneous temperature can be defined as

T = 2K/(NdkB) (7)

B.1 Temperature Rescaling

In the DMD algorithm, the energy strictly conserves, so it corresponds to the mi-
crocanonical ensemble. To maintain the temperature constant or to slowly cool the
system down, we use the Berendsen method [107] of velocity rescaling, multiplying
all the velocities by a factor

√
T ′/T , which is determined by

T ′ = T (1−κΔt)+κΔtTo , (8)

where Δt is an approximately constant interval of time between two successive
rescalings, To is the temperature of the heat bath, T is the instantaneous temper-
ature before rescaling, T ′ is the instantaneous temperature after rescaling, and κ
is the heat exchange coefficient. Usually, we select Δt as a time during which N
collisions occur. In order to keep the old collision tables after rescaling, we actually
rescale the energies of interactions and take this into account by keeping track of the
ratio of the actual physical velocities and the unrescaled velocities in the computer.
The inverse correction factor is applied to time. Interestingly, this correction factor
exponentially inflates and may soon reach astronomical values. Once the correc-
tion factor becomes too large (e.g., 10) or too small (e.g. 0.1), we rescale velocities
and time, return the interaction energies to the original value, and recalculate the
collision tables from scratch.

Appendix C Calculation of Pressure

For ergodic systems, a thermodynamic average of a quantity f can be achieved in
MD by averaging over a sufficiently large time Δt,

〈 f 〉Δt ≡
1
Δt

∫ t+Δt

t
f (t)dt . (9)

The calculation of pressure in MD has another difficulty because due to the pe-
riodic boundaries the system does not have walls which create external pressure.
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Nevertheless, the average pressure P over a long enough period of time can be ef-
fectively computed using the virial theorem:

P =
2

V d

〈
N

∑
i=1

miv2
i

2

〉
Δt

+
1

V d

〈
N

∑
i=1

f i · ri

〉
Δt

(10)

where f i is the force acting on particle i from all other particles. Note that ∑N
i=1 mi

v2
i /2 is by definition (7) equal to dkBNT/2 and

P =
NkB

V
〈T 〉Δt +

1
V d

〈
N

∑
i=1

f i · ri

〉
Δt

. (11)

When the system has walls, this equation gives the value of the pressure acting from
the walls to the system. In the absence of walls, it gives the value of the internal
pressure in the system. Thus, this equation provides the basis for the computation
of pressure in molecular dynamics simulations.

In discrete molecular dynamics, the force f i is equal to zero except at the mo-
ments of collision with other particles, when it is equal to infinity. We count all the
collisions of a given particle i with a given particle j that occur in the time interval
from t to t +Δt, using index Ki j = 1,2,3, . . . We denote the times of these collisions
tKi j and the change in momentum of particle i at the moments tKi j as

ΔpKi j
= mi[vi(tKi j + ε)− vi(tKi j − ε)] , (12)

where ε is an infinitesimally small value. Since the force acting on the particle i is
the derivative of momentum with respect to time,

f i =
N

∑
j=1

∑
Ki j

ΔpKi j
δ (t − tKi j) , (13)

where δ (t − tKi j) is a Dirac δ -function and the sum over Ki j is taken over all colli-
sions between particle i and j during time interval (t, t +Δt).

Integration involved in the averaging over time [see (9)] eliminates δ -functions
and we obtain

P =
NkB

V
〈T 〉Δt +

1
ΔtV d

N

∑
i=1

∑
Ki j

N

∑
j=1

(ΔpKi j
· ri) . (14)

Finally, we can count all the collisions that occur in interval (t, t +Δt) by index �.
Each collision is specified by the particles i(�) and j(�) involved in the collision
(i < j) and is counted twice in the sum of (14)—the first time when i is from the
first sum and the second when i is from the last sum. According to momentum
conservation, Δpi(�) = −Δp j(�). Thus we rewrite (14) as

P =
NkB

V
〈T 〉Δt +

1
ΔtV d ∑

�

{Δpi(�)(t�) · [ri(t�)− r j(t�)]} , (15)
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where the sum is taken over all collisions � that occur at moments t� during the time
interval Δt. Finally, taking into account Eqs. (2) and (3),

P =
NkB

V
〈T 〉Δt +

1
ΔtV d ∑

�

mi(�)m j(�)R
2
i j(�)A�, (16)

where A� is given by expression (3) for i = i(�), j = j(�).
The DMD algorithm allows also the constant pressure simulations. The easiest

way to do it is to apply Berendsen barostat, analogous to Berendsen thermostat,
with the difference that now all the coordinates are rescaled periodically by a factor
(1+η), where η < ε is a small quantity, proportional to the difference between the
average pressure over this period of time and the desired pressure P0 of the barostat.
The problem is that after the rescaling some pairs of particles may occur in the zone
of the infinite potential, since after rescaling they may become closer than their
hardcore interaction distance or outside the range of the permanent bond. To solve
this problem, we add an inner hard-core which constitutes 1−ε of the true hard core,
and the outer bond distance which is larger than actual bond distance by factor of
1+ε. The particles that appear to be within the gap between the actual and the inner
hardcore cannot go inside the inner hardcore but can freely move through the outer
hardcore. The analogous algorithm works for the bonds. No new rescaling takes
place before all the particles become outside the actual hardcore. Of course, after
rescaling, all the collision tables must be reconstructed from scratch. So rescaling
should not be done too often, otherwise the simulation will significantly slow down.
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Cooperative Effects in Biological Suspensions:
From Filaments to Propellers

I. Pagonabarraga and I. Llopis

Abstract We analyze the role of hydrodynamic cooperativity in different systems
of biological interest. We describe alternative approaches to model the dynamics of
suspensions which account for realistic dynamic coupling on the length and time
sales in which mesoscopic suspended particles (such as semiflexible filaments and
swimmers) evolve. The time evolution and transport of such systems, which are rel-
evant in physical biology, are studied in detail.

We consider the interactions in the dynamic response of inextensible semiflex-
ible filaments subject to uniform external drivings and describe the interplay be-
tween elastic and hydrodynamic stresses. We analyze how such couplings give rise
to a rich phenomenology in their dynamics. Using a complementary mesoscopic
approach, we also discuss the dynamic regimes of suspensions of self-propelling
particles which interact only through the embedding solvent.

1 Introduction

Biological processes at the cellular level include in many instances the interplay
of an embedding solvent. Inside the cell, citoplasmatic streaming [1] encompasses
the convective motion of fluid which favors a more efficient transport of material
inside the cell [2]. Also cargo transport through molecular motors or the networks
of actin and microtubules in eukaryotic cells have a dynamic behavior analogous to
a viscoelastic fluid [3].

At the cellular level, the motility of cells and other microorganisms takes place
in a solvent whenever the displacement does not take place on contact to a solid
substrate [4]. It has long been recognized that the sizes and typical fluid viscosities
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imply that the characteristic Reynolds numbers associated to the flows generated by
microorganism motion are extremely small, e.g. for a microorganism of 10μm size
in a water solution (with kinematic viscosity ν ∼ 10−2cm2/s) moving at a charac-
teristic speed u ∼ 10μm/s has Re = uR/ν ∼ 10−4. In this regime, inertia is irrele-
vant and propulsion is only feasible if the cyclic motion generated by the organisms
is non-reciprocal [5]. This fact has been clearly recognized, and recently minimal
models for propulsion have been proposed [6], although the interplay between sim-
plicity and efficiency is still open to scrutiny.

The understanding of the molecular structure underlying many of the basic poly-
mers and membranes which compose cells has also allowed to understand how rotat-
ing motors on the base of microtubules determine the origin of flagellar motion [7],
or how cilia beat [8, 9]. The collective motion of such filaments has also started to
be analyzed and it has been shown that the dynamic coupling through the under-
lying fluid favors the synchronization of cilia and the development of metachronal
waves [10, 11].

In many of the described tasks, the organisms or involved elements consume en-
ergy to perform the appropriate activity. Such active processes can take place as a
result of chemo-mechanical internal means (in many cases mediated by molecular
motors) and therefore do not require the action of external forces. Such type of mo-
tion is peculiar and differs from the situation in which passive suspended polymers
or colloids respond to the action of external forces. In the latter situation the motion
of such objects decay algebraically at long distances as algebraically as the inverse
of the distance to the moving particle, while for active motion the induced fluid flow
decays algebraically but faster.

There is a need to develop and use mesoscopic methods which include the rel-
evant dynamic couplings of biological active materials and the solvent they are in
many cases in contact with. Since the pertinent objects are micrometric, and there-
fore orders of magnitude larger than the liquid molecules, the time and lengths
scales which characterize their evolution are orders of magnitude larger than the
corresponding ones for the solvent. Hence, it is not possible to resolve the dynamics
of the degrees of freedom of the fluid using state-of-the-art numerical platforms.
The knowledge developed in colloid and polymer physics has made it clear that
suprananometric objects interact with a large number of molecules almost instan-
taneously and consequently the direct individual interactions do not play a relevant
role in colloid motion. Rather, the suspended particles are sensitive to the collective
modes of the underlying fluid. Hence, it is possible to devise mesoscopic theories
which combine a detailed resolution of the structure and dynamics of the meso-
scopic particles coupled to the fluid conserved variables (i.e., propose a dynamic
theory for the solvent’s density and momentum). Such approaches naturally adapt
themselves to the scales in which the particles evolve and capture the relevant phys-
ical couplings. In biological fluids the embedding medium is in turn composed by
many other particles and exhibits in general viscoelastic behavior. That information
should be included in these models; hence, the properties of the liquid should be
determined by other means.



Cooperative Effects in Biological Suspensions: From Filaments to Propellers 135

We will describe two complementary approaches to the study of the dynamics
and cooperative behavior of biologically relevant objects which are moving in a
Newtonian solvent. We will describe the peculiarities that such couplings give rise
to simplified geometries. Specifically, it is necessary the development of methods
and numerical tools that capture the characteristics of biofilaments and which can
also describe accurately the relevant dynamic couplings between the suspended ob-
jects and the fluid they move in. We will address these questions in the subsequent
sections. Specifically, we will introduce a method that describes inextensible semi-
flexible polymers and which can serve as a basis to the study of dynamical processes
of biofilaments and constitutes a simple model for flagella. Subsequently, we will
introduce a simple model that captures self-propulsion for simple models of swim-
mers with complete hydrodynamic coupling.

2 Semiflexible Filaments

Semiflexible polymers, such as DNA, actin or microtubules, are abundant in biology,
where they play multiple roles related to cellular mechanics and self-organization [4].
They are distinct from rigid rods or flexible polymers in that even if the conforma-
tional changes need to be accounted for, there is a memory of the filament’s shape,
which is usually described in terms of the filament persistence length, Lp [12].
Therefore, their physical properties differ from those of other types of polymers.

The internal, molecular, structure of biofilaments makes them essentially inex-
tensible [4], as opposed to other semiflexible polymers, such as polyelectrolytes.
The inextensible and semiflexible properties of these polymers confer them specific
properties and qualitatively different responses to externally or internally applied
forces and stresses. Understanding such specific behavior is relevant to assess, e.g.,
the mechanisms of flagellar locomotion or cilia beating. We are interested in ana-
lyzing the relevance of biopolymer peculiar elasticity on their motion, reaction to
imposed stresses. We will concentrate on simplified geometries to highlight the dif-
ferent response of these polymers when compared with flexible and rigid polymers
and analyze their peculiar hydrodynamic cooperativity.

3 Modeling Inextensible Semiflexible Filaments

A semiflexible filament suspended in a low Reynolds number fluid can be modeled
as a discrete chain of N beads which evolve according to Newton’s equations. The
interaction with the fluid enters through dissipative, friction forces and accounts for
the interactions between beads mediated by the fluid. Due to this friction, inertia is
nor relevant in the motion of suspended chains. We insure that the inertial transients
are negligible by choosing an appropriately small value of the beads’ mass [13].
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We describe now in turn the different forces that must be included in such a
dynamical model for an inextensible semiflexible chain.

3.1 Bending Rigidity

A semiflexible filament has an elastic resistance to bending, described by its bend-
ing stiffness κ . In a continuum description, the bending elasticity is given by the
Hamiltonian

H =
1
2

κ
∫ L

0
C2(s)ds , (1)

where s describes the position along the filament’s arclength and C(s) corresponds
to the local curvature at s. In our model, the bending energy is expressed as the
discretization of (1)

Hb =
1
2

κb
N−1

∑
i=2

C2
i . (2)

If θi is the angle formed by the bond that connects bead i−1 to bead i and the one
that connects bead i with bead i+1, the local curvature can be written down as

C2
i =

2
b2 (1− cosθi) , (3)

and the bending force on bead i, FiB, is obtained as the variation of H when bead i
changes its position.

3.2 Inextensibility

We impose that consecutive beads are connected by bonds of fixed length b such
that the filament has a length L = (N −1)b, which does not vary with time. This is
done through the efficient implementation of conveniently chosen constraint forces
(FiC), as proposed earlier [13, 14]. Such a feature appears as a result of the strength
of covalent bonds at microscopic scales [15].

3.3 Friction Forces and Hydrodynamic Interactions

We want to account for the presence of a suspending fluid and the force it exerts on
the filament. To this end, we need to consider that the total force F j acting on bead
j generates a flow that will tend to drag the rest of the beads. The flow bead j gen-
erates can be described at the level of the Oseen approximation; the hydrodynamic
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velocity, vH
i , at a bead located at ri induced by the forces acting on the rest of the

beads can be written down as

vH
i (t) =

3
4γ0

a
b ∑

j �=i

1+ ei j(t)ei j(t)
ri j(t)/b

·F j(t), (4)

where a stands for the bead size and ei j = (ri − r j)/ri j is the unit vector joining
beads i and j, ri j = |ri−r j| corresponding to their distance. If bead i does not follow
the local fluid velocity, it will suffer a hydrodynamic friction force

FiF = −γ0(vi −vH
i ). (5)

where γ0 is a characteristic parameter related to the fluid viscosity. The inertial re-
laxation time scale depends on both m and γ0, and hence m should be tuned appro-
priately once γ0 is fixed.

This description allows to include the hydrodynamic interactions (HI) between
the filament beads in terms of a friction force. In this way we are going beyond
resistive force theory, which takes vH

i = 0 and regards the solvent as a passive
medium [16]. Such a standard approach does not account for the fact that the ef-
fective friction suffered by a filament depends on its configuration.

3.4 Time Evolution

The description in terms of a local friction force allows to describe the filament dy-
namics using a molecular dynamics like approach based on the total force acting on
each bead. At each time step, the total force is computed as Fi = FiB +FiC +FiF +
Fie + Fith, where Fith is the random force, which accounts for thermal fluctuations,
and Fie refers to the applied external force. In the following we will concentrate
on filament’s sedimentation, where Fie ≡ Fe is a constant external force, in situa-
tions where the energetic contributions due to the elastic energy dominate and will
therefore neglect thermal forces (Fith = 0).

We will implement the velocity Verlet algorithm [17], which can be expressed
explicitly in terms of update rules for the velocities and positions of every bead at
time t +Δt in terms of their counterparts at the previous time step, t,

ri(t +Δt) = ri(t)+vi(t)Δt +
Δt2

2mi
Fi(t) (6)

vi(t +Δt) = vi(t)+
Δt

2mi

[
Fi(t)+Fi(t +Δt)

]
(7)

In order to analyze in detail the interplay between elasticity and HI, we will focus
in simple geometries that involve a few filaments under the action of different types
of external forces.
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4 Semiflexible Filaments Under External Forcing

A filament under the action of a uniform external field of magnitude Fe will reach
a steady state characterized by a constant sedimentation velocity. Such a situation
can be found if an electric field is applied, or if the solution is placed in an ultracen-
trifuge. The speed will depend both on the field strength and on the chain mobility;
the latter is sensitive to the filament orientation.

An elastic filament will evolve into a random coil configuration; in this case HI
imply that the mobility grows as D ∼ N−ν , which indicates that the coil behaves
dynamically as a soft sphere of a size given by the equilibrium radius of gyration
of the polymer, which grows with polymerization as Rg ∼ bNν . The coil will keep
its spherical shape until a large enough field is applied, when secondary blobs are
observed and the chain undergoes a series of shape transitions [18].

Some biofilaments, such as the tobacco mosaic virus, behave as rigid rods. In
this case particles will move at constant velocity when subjected to external forces.
The rods move without changing their orientation. For a rod the velocity depends
on the relative orientation between the rod and the applied force; the velocity is
maximal for a rod aligned with the force, characterized by a parallel mobility μ||
and has a minimum if the rod is transversed to the applied field, where its veloc-
ity is proportional to the applied force by a factor equal to its transverse mobility,
μ⊥ (with μ|| = 2μ⊥ [12]). The random motion of the rods will make them explore
the different possible orientations and in this case the steady state velocity will be
characterized by a mean mobility which will average the perpendicular and parallel
limiting values.

The situation of a semiflexible filament is different. In this case, numerical sim-
ulations using the previously introduced model show that for any initial condition,
the filament rotates until it gets an orientation perpendicular to the applied field [20].
The conformation the filament develops depends on its bending rigidity. We display
in Fig. 1 the deformation of the filament as a function of the dimensionless ap-
plied field, B = L3Fe/κ . This dimensionless parameter is a measure of the energy
introduced by the external field on the filament’s distance against the energy cost
of deforming the filament. When this parameter exceeds unity, the filament defor-
mation becomes of the order of the filament’s size. Accordingly, one can identify
a regime of weak deformation, B < 200, where the filament is slightly bent, and a
high forcing regime, B > 200, where the filament has a saturated curved shape.

For real biopolymers, such as 10μm microtubules, B < 10−3 in a gravitational
field, and can go up to B ∼ 1 in an ultracentrifuge. although larger values can be
achieved under the action of electric fields, a situation of relevance in electrophore-
sis. A different kind of semiflexible polymers can be achieved by joining mag-
netic colloidal particles with DNA strands. The corresponding chains respond to
applied magnetic fields. In these systems, bending and alignment of chains analo-
gous to the ones discussed here are observed. In this case, the magnetic field ex-
erts a torque on neighboring colloids which favors the deformation and subsequent
alignment [19].
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Fig. 1 Amplitude deformation of a single sedimenting filament as a function of the dimensionless
parameter B. Insets: different filament configurations in the different regimes

The HI among filament beads lead to an unbalance in the hydrodynamic stress
the filament is subject to. This is due to the fact that beads near the extremities
of the filament feel a weaker friction than central ones due to the lower number of
neighboring beads. As a result, the filament has to bend to balance the spatially non-
uniform friction force that the fluid exerts on it. The sedimentation velocity in this
case will depend on the degree of filament flexibility. For small B, it will correspond
to μ⊥, and will increase as a function of B until the plateau region is reached. We
have computed these frictions and have seen a decrease by a factor 2 [20].

If B is increased further, we have observed the development of metastable shapes
(as displayed in Fig. 1) which relax eventually to a highly curved shape. At even
larger values, the filament does not reach a steady state and becomes progressively
spherical. One can hypothesize that the eventual shape becomes equivalent to that
of a random coil corresponding to an elastic filament (one expects that the filament
is equivalent to a flexible chain when the bending energy becomes irrelevant, com-
pared to the external one, in the limit 1/B → 0). It is also then possible that the
analogous shape transitions described in [18] are also observed here, outside the
range of parameters sampled in our simulations.

Away from the infinite dilute limit, when several filaments sediment in the pres-
ence of each other, new effects arising from interchain HI are present. In this case
elastic chains will behave as porous spheres and their relative distance during sedi-
mentation will change only because of thermal diffusion. Hard rods, on the contrary,
do develop a tendency to align and sediment in the direction parallel to the field.
Their relevant mobility in this case is controlled by μ||, which will be now a function
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of their separation. Their sedimentation behavior becomes involved because a pair
of sedimenting rods will tend to rotate. Semiflexible filaments will combine their
intrinsic tendency to rotate and develop a conformation perpendicular to the ap-
plied field with the additional deformation induced by the presence of the second
chain. The details of their behavior depend on the geometrical distribution of the
filaments [21].

Let us consider the particular case in which two collinear filaments lie perpen-
dicular to an applied external field at the same initial height. The presence of a
secondary filament will induce a rotation because the hydrodynamic stress is asym-
metric. Such a translation–rotation coupling is also present in hard rods. For semi-
flexible filaments, this rotation will encompass additional filament deformation. The
filaments will generically approach each other initially and will deform and rotate.
Depending on its intensity, which will again be coupled to B, there is an additional
deformation of the filament which will be asymmetric and, after a transient, may
lead to filament repulsion. In Fig. 2a we show the B−d diagram which displays if
filaments approach or move away from each other as a function of their initial sepa-
ration, d, for initially parallel chains. As B increases filaments move apart at smaller
distances. Such a change of behavior cannot take place for hard rods, which will al-
ways approach each other. The only way in which approaching filaments can avoid
collision is if their initial distance are such that they can rotate and become parallel
to each other before colliding. In this case, the translation rotation coupling induces
a rotation which leads subsequently to repulsion. Hence, rigid rods will perform a
cyclic motion. Semiflexible filaments can exhibit such periodic orbits, but at large
enough B then they will eventually move away from each other. This property is
displayed in Fig. 2b, where we show the relative velocity of the two chains at time
scales in which the fibers have displaced a distance of the order of their length. One
can clearly see how, upon increasing B, filaments change their qualitative behavior
and move away instead of attracting each other dynamically. At a rather large value
of B a minimum in the repulsion velocity is observed, which signals the appearance
of a third regime in which the repulsion becomes less sensitive to chain deformation.
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Fig. 2 (a) B-d diagram displaying the attraction or repulsion between two collinear filaments at
long times. (b) Approaching velocities at t = 20τc when d = L; positive values imply attractive
filaments. In the inseta the behavior at small B is shown in detail
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The simplified geometries considered allow a quantitative analysis of the HI be-
tween filaments. The sedimentation velocity decays algebraically as the inverse of
the filament distance and becomes quantitatively relevant for distances not larger
than the typical filament size. The change of velocity due to the presence of a neigh-
boring filament is bigger for the larger B, a cooperative effect due to the enhanced
deformation by HI coupled to elastic deformation due to the inhomogeneous stress
distribution acting along the filaments.

The filament deformation can be characterized by the maximum height difference
between the filament’s monomers, A. We have checked that A(d) ∼ d−3, providing
further evidence of such a coupling between elastic deformation and HI.

5 Self-Propelling Particles

A complementary strategy to the one described in the previous sections is based on
the dynamic resolution of the solvent. Rather than taking it implicitly into account
through the propagator (e.g., the Oseen tensor in the model considered before), one
is then interested in treating the solvent explicitly. One fruitful venue to accomplish
such a goal is based on kinetic models. In particular, the lattice-Boltzmann approach
(LB) has proven a flexible tool to study the dynamics of complex fluids [22].

In this approach one solves numerically a linearized Boltzmann equation which
is discretized in space and time. Accordingly, the particle densities move on an un-
derlying lattice and on each node the density of fluid particles is described in terms
of the amount of particles, f j(ri, t), on node r moving with velocity c j. The set of
allowed velocities, {c j}, joins a given node with a prescribed set of neighbors. The
symmetry of the lattice and the minimum allowed set of velocities should conform to
a minimum set of symmetry properties that ensure that the underlying anisotropy of
the lattice does not affect the response of the system at the Navier–Stokes level [23].
The collision matrix determining the relaxation of f j(ri, t) is linearized with respect
to the equilibrium distribution, f eq

k (ri, t),

f j(ri + c j, t +1) = f j(ri, t)+∑
k

Λ jk[ fk(ri, t)− f eq
k (ri, t)] (8)

where the index k spans the velocity subspace, where Λ jk defines the collision ma-
trix which mixes the densities with different velocities at the corresponding node
and ensures that both mass and momentum are conserved. This collision matrix is
intimately related to the viscosities of the fluid. In the simplest model (referred to as
exponential relaxation time ( ERT)), Λ jk = τ−1δ jk is diagonal; the resulting LB is
the lattice equivalent of BGK [24].

The simplicity of the dynamics has made LB a powerful tool. The connection
with the collective dynamics of the fluid is done taking moments of these elementary
densities, in the same way that hydrodynamic variables are obtained as moments
of the one-particle distribution function in kinetic theory. For example, the local
density ρ(ri, t) and momentum ρv(ri, t) are obtained from
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ρ(ri, t) = ∑
k

fk(ri, t)

ρ(ri, t)v(ri, t) = ∑
k

ck fk(ri, t) (9)

where the index k runs over the subset of allowed velocities.
A suspended particle is described as a solid shell of a radius R, which is larger

than the lattice spacing. The links which join exterior and interior nodes to the shell
are bounced-back in the particle frame of reference at each time step. This additional
rule enforces stick boundary conditions of the fluid at the solid surface. The change
in velocity associated to the bounce back leads to a net force in the solvent. This
force is precisely the opposite of the force that the fluid exerts on the solid. The
torque the fluid exerts on the particle is computed in a similar way. Once this force is
known, we can update the particle’s velocity according to Newton’s equations. This
approach corresponds thus to a hybrid scheme in which the particles’ dynamics is
resolved individually.

In order to analyze microorganism motility, the spherical particles we model cor-
respond to sizes of the order of the micrometer. The usual velocities of microogan-
isms lie in the range of the μm/s. Hence, inertia is irrelevant in their dynamics. Since
they are supramicrometric, thermal fluctuations are also negligible. As a result, the
particles can remain in suspension only due to their motility.

Since we are interested in the basic mechanisms controlling the collective dy-
namics of self-propelling particles, we introduce a simplified propulsion mecha-
nism. On top of the standard bounce-back on the links, we subtract a constant
amount of momentum with fixed magnitude Δp0, uniformly distributed over all the
fluid nodes connected to solid nodes and which lie within a cone of angle ψ0 around
a predefined direction of motion, as depicted in Fig. 3, where different propulsion
mechanisms can be considered. The direction of motion determines the particle
propulsion direction and moves rigidly with the propeller [25]. The subtracted mo-
mentum is added to the particle, ensuring momentum conservation. This particular

Δ ψ0 Δp0

2Δp0
p0ψ0 Δp0

Δp0

(a) (b)

Fig. 3 Mechanism for particle propulsion. (a) Asymmetric driving. Momentum is subtracted from
the nodes that lie within a cone of aperture ψ0. The same amount is added with opposite sign to
the particle. (b) Symmetric driving. The same mechanism as previously, but now momentum is
subtracted from nodes from a cone with aperture ψ0 symmetrically
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choice of momentum transfer is inspired by internal peristaltic motion [26]. There
is a great variety of propulsion mechanisms [27]. However, we will analyze gen-
eral aspects of propulsion and cooperative motion which will not be sensitive to the
details of how motility is produced.

This approach resolves the particles’ shape, while other approaches enforce the
fact that there is no net force generated by the propeller to generate its motion, but
which neglect the finite size of the particles [28]. We can hence assess the role of
short range interactions and excluded volume effects in the motion of propelling
particles and their interplay with the HI.

A particle released from rest will reach a constant velocity, u∞, after a time scale
in which the fluid flow develops, τr ∼ R2/ν for a particle of size R in a fluid of
kinematic viscosity ν . Consistent with this hydrodynamic origin, we have verified
that the asymptotic velocity is reached algebraically, controlled by the long-time
tail, u(τ)− u∞ ∼ τ−d/2 (d > 1), d being the system dimensionality. The asymp-
totic velocity arises from a balance between the driving force and the friction,
u∞ = Δp0/(12πηR), where η = ρν is the solvent viscosity [25]. The flow induced
by the moving particle decays faster than 1/r because there is no net force exerted
on the system. The decay is algebraic, but the specific form will depend on the par-
ticular type of driving considered. For the particular mechanism described above,
the asymptotic flow field has dipolar symmetry.

If other particles are suspended in the fluid, they will interact through the fluid
fluxes they generate due to their intrinsic motions. Such interactions will affect the
dynamic properties of self-propelling suspensions. By analogy with colloidal sus-
pensions, we can distinguish different dynamical regimes which characterize their
collective dynamic properties.

6 Short-Time Dynamics

At times in which the induced fluid flow is developed, t > τr ∼ R2/ν , but still be-
fore the particles have displaced significantly, t < τm ∼ R/u∞, the presence of the
other propellers will modify the effective velocity of the particles. In general, the
additional drag induced by the flow generated by the neighbors leads to a decrease
in the effective velocity, as displayed in Fig. 4. A randomly oriented distribution
of self-propelling particles exhibits a very weak dependence on volume fraction.
In electrophoresis, no dependence is expected for a homogeneous distribution of
particles due to the absence of a net external applied force [29]. In these systems,
however, the coupling between orientation and translation becomes very important,
as we will discuss subsequently. One can see in Fig. 4 that when particles are ori-
ented, the usual isotropy assumption disappears and a decrease in the mean veloc-
ity is observed. However, since the induced flow field decays faster than when a
force is applied, this dependence is weaker than in sedimentation. The hydrody-
namic coupling between propellers leads to fluid velocity distributions which devi-
ate significantly from Gaussianity, as shown in Fig. 5. Although the fluid velocity
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Fig. 4 Short-time effective velocity for a suspension of propellers moving at random and along
a given direction. Black symbols correspond to the mean velocity for a passive sedimenting
suspension

distribution function behaves as a Gaussian at velocities of order u∞, a clear expo-
nential is observed at small velocities while the asymptotic behavior is consistent
with a generalized exponential. The behavior is more marked for the velocity distri-
bution of the particles themselves, which behaves as power law for small velocity
values. The crossover between these different regimes is determined by the char-
acteristic velocity at which a particle moves, u∞, where a small shoulder develops.
Although deviations from Gaussian behavior are known in other non-equilibrium
systems, e.g. driven granular fluids [30], in these suspensions they develop as
a result of the internal mechanisms which generate motion and hydrodynamic
coupling.

–

–

–

–

4

(a) (b)

Fig. 5 Velocity distribution functions at volume fraction φ = 0.02 in a system of N = 1020 self-
propelling particles at two different solvent viscosities. Velocities are collected from independent
initial conditions at τ/τr ∼ 2. (a) Particle velocity distribution function; (b) fluid velocity distribu-
tion function
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7 Long-Time Dynamics

On time scales of order τm and larger, the particles can displace over distances larger
than their own size. In this time scale, structural relaxation processes take place.
Some of these processes arise as a result of particles collision. However, the pres-
ence of the embedding fluid also gives rise to HI; as a result, particles feel each
other and rearrange their relative positions through the drag forces they generate.
We have observed that as particles approach each other they will modify their di-
rection of motion and will tend to align. As a result, there is a tendency to move
together only on the basis of their hydrodynamic coupling. Such alignment also
leads to a transient acceleration; i.e. the particles will move faster than if they would
be moving alone. This effect is different from the usual one observed for driven
suspensions and arises as a result of the internal driving in these particles. Consis-
tently, the angular velocity autocorrelation function decays typically in the collision
time scale τm. Hence, propellers modify their direction of motion mostly through
collisions. Although additional mechanisms that affect the propellers direction of
motion, such as tumbling, play a relevant role in the decorrelation of particles’ ori-
entation, most of the features described in this contribution survive qualitatively if
they are accounted for [25].

Due to subsequent collisions, both hydrodynamic and through direct particles’
impact, the propelling particles will change their direction of motion and will diffuse
at longer times. We can therefore identify an asymptotically long-time regime in
which particles diffuse, characterized by the diffusive time scale τD ≥ R2/D, where
D is the particles’ diffusion coefficient that arises through the described particle
collisions. Since diffusion can only be achieved through successive collisions and
relaxations to the local fluid flows, τD > τm, which implies that the propellers’ Péclet
number satisfies Pe ≡ u∞R/D > 1; hence for these systems convection is always
a relevant mechanism. This feature is consistent with the long crossover regime
observed in the mean square displacement (msd) of beads in a bacteria suspension
[31]. In Fig. 6 we show the msd of a two-dimensional suspension of active particles
at different volume fractions. We have marked the three characteristic time regimes,
and the hierarchy of time scales, τr � τm � τD is clearly visible. For t < τm the
msd increases quadratically with time, signaling the ballistic motion as a result of
the fact that particles essentially move at a constant velocity which is proportional
to u∞ but decreases with volume fraction. When particles reach t ∼ τm a crossover
regime is observed. The precise value of the crossover region is also a function of the
volume fraction. For small coverages the relevant distance is not the particle size but
rather the interparticle distance, �, which scales as � ∼ φ−1/d (d being the systems
dimensionality). However, � is a relevance distance for φ < 0.2 for d = 2 (where
�/R =

√
π/φ ) and it goes down to φ < 0.07 for d = 3, where �/R = (4π/(3φ))1/3.

During the crossover region induced by particle interaction one can clearly see an
acceleration, in which the msd increases faster than ballistically. We attribute this
acceleration to the cooperative hydrodynamic motion of groups of particles moving
together; the hydrodynamic coupling increases particles’ velocities. This complex
interaction regime gives rise to a broad crossover regime where the collective motion
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Fig. 6 Mean square displacement in a suspension of self-propelling particles for a two-dimensional
system of 400 propellers, kinematic viscosity ν = 1, and Reynolds number Re = 0.25. The
continuous straight line corresponds to ballistic motion, 〈Δr2(t)〉 ∼ t2, while the long-dashed
ones correspond to diffusion, 〈Δr2(t)〉 ∼ t. Circles correspond to φ = 0.282 whereas squares and
triangles refer to φ = 0.1 for different initial conditions. We also display the characteristic times:
τr ∼ R2/ν ∼ 10, τm ∼ R/u∞ ∼ 100, and τD ≥ R2/D ∼ 5 ·104

is superdiffusive, in agreement with the observed crossover regime of the dynamics
of passive beads in a suspension of motile microorganisms [31].

As particles come close together and increase their speed through HI, a
translation-rotation hydrodynamic coupling also develops. As a result, propellers
tend to move parallel to each other. This fact leads to an increase in particles’ in-
teraction time. While a small group of particles move together, they are likely to
attract other moving propellers. As a result, we observe the appearance of clusters
of particles on times larger than τm. The local volume fraction in these aggregates
is quite large and not far from close packing. Hence, the smaller the mean volume
fraction, the larger density contrast these suspensions will develop spontaneously.
As a result, large transient aggregates are observed. In Fig. 7 we show a sequence
of snapshots for an evolving suspension of mean volume fraction φ = 0.1. We al-
ways start from uniform suspensions. One can see how transient clusters develop
when particles start to interact with each other, and that very large clusters can form
transiently. The faster than ballistic regime observed in the msd will happen dur-
ing the formation of such structures. Since in our model there is no attraction be-
tween particles, these aggregates lack cohesiveness. As a result, when one of such
aggregates collides with another one, it will typically dissemble partially. More-
over, the lack of cohesion implies that these aggregates are sensitive to stresses
developed across them. In particular, the particles at the boundary are more sen-
sitive to changes in local vorticity which will tend to decorrelate their orientation
and may lead to particle disassembly. Hence, we cannot rule out that stresses im-
pose an upper limit in the characteristic aggregate size. Nonetheless, numerically
we have seen that aggregate disintegration is mostly controlled by cluster–cluster
collisions.
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Fig. 7 Configurations of an initial homogeneous suspension of propellers at φ = 0.1. The different
times are, respectively, t ∼ 0.5τm, t ∼ τm, t ∼ 5τm, t ∼ 10τm, t ∼ τD, and t ∼ 2τD

Associated to this observation we have also noticed that for very small volume
fractions clusters may span the system size, as shown in Fig. 8. In these situations
the density contrast is so large that one cluster is able to attract most of the particles
without competing with other clusters. Since our simulations have been run on sys-
tems sizes L/R = 160 containing up to 1000 particles, we cannot completely rule
out the possibility that such percolating clusters are a finite-size effect. The existence
of a characteristic size determined by the internal stresses would rule out these ag-
gregates. However, in models of self-propelling particles in the absence of HI (in
which case cluster formation is controlled by direct particle–particle attraction), it is
known that non-equilibrium phase transitions exist leading to flocking [32]. In the

(a) (b)

Fig. 8 Configurations at times t ∼ 10τm for a suspension of propellers at (a) φ = 0.1 and (b)
φ = 0.4
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flocking regimes propellers move together and the system breaks the Galilean in-
variance leading to a net motion of the particles. In these flocking regimes spanning
system clusters analogous to the one depicted in Fig. 8a are observed. Hence, the
analogy with flocking transitions suggest that HI may induce analogous transitions.
This issue requires a more detailed study to rule out finite size effects and the po-
tential limitations of internally developed hydrodynamic stresses. The appearance
of a flocking transition rules out the diffusion mechanism described earlier and con-
trols asymptotically the suspension dynamics on time scales larger than τD. In fact,
as shown in Fig. 6, for small volume fractions, if a size spanning cluster develops,
the msd asymptotically behaves ballistically, consistently with the fact that Galilean
invariance is broken and that the propellers suspension has acquired a net momen-
tum. Hence, the existence of a characteristic time scale τD is intimately linked to
the dynamics of hydrodynamically induced aggregate and their interactions. In our
simulations we have always observed diffusion at long times for intermediate and
large volume fractions. At large densities the tendency to form clusters is always
present, but the smaller contrast with the background density prevents the develop-
ment of larger clusters; a typical configuration is shown in Fig. 8b. A quantification
of the transition between the different scenarios is certainly required. If additional
interactions are present between particles, the relevance of these two different sce-
narios will vary. Obviously, the appearance of attractive interactions between mobile
particles, i.e. through quorum sensing, will have a clear stabilization effect on the
aggregates. Even if they are promoted initially through hydrodynamics, they can be
stabilized and hence favor the development of large clusters which promote flock-
ing. This mechanism will help the organisms to displace faster to new regions in
the search of food. On the other hand, tumbling will have an opposed destabilizing
effect and will prevent the appearance of such spanning clusters on time scales of
the order of the inverse of the tumbling frequency.

In order to characterize more quantitatively the aggregates that propellers form
spontaneously, we have computed the generalized radial distribution functions
gn(r) ≡ 〈Pn(cosθi j)〉, with θi j being the relative angle between the direction of mo-
tion of the reference particle i and that of all particles j at a distance between r and
r+dr, where Pn is the n-th degree Legendre polynomial. Figure 9a shows the lowest
order radial distribution functions for an asymmetric driving and volume fraction
φ = 0.1. The tendency of moving particles to move close to each other is clearly
seen in the value of the pair distribution function at contact, g0(r = 2R), which is
much greater than its equilibrium counterpart. We display the equilibrium g(r) for
passive hard disks to show that the marked structure in the active suspension is not
related with hard core interactions. In fact, the volume fraction is relatively small,
so that hard core interactions play a negligible role developing structure. Superim-
posed to the large enhancement of the radial distribution at contact, the g(r) also
shows a decay on distances large compared to particle size. Such a decay is con-
sistent with the presence of aggregates in the suspension of mesoscopic size. Tran-
sient aggregates are observed in other out-of-equilibrium systems, such as agitated
granular fluids [33]. It is known that these aggregates can be understood as aris-
ing from large density fluctuations induced because of the lack of detailed balance.
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Fig. 9 (a) Radial distribution function, g0(r), of a self-propelling suspension for a two-dimensional
system containing N = 815 particles, kinematic viscosity ν = 1, and Reynolds numbers Re = 0.25
at times τ ≥ 10τm and volume fraction φ = 0.1. (b) Radial distribution functions for an analogous
system at φ = 0.1, when the driving mechanism is symmetric around the direction of motion. Other
generalized distribution functions, gn(r), are described in the text. Thick black line corresponds to
the equilibrium radial distribution function

The connection between such aggregates in a variety of out of equilibrium systems
remains an intriguing open question. The decay of g1(r) on the same length scale,
indicates that there is a local tendency of propellers to develop a well-defined orien-
tation, so that the aggregates have a common direction of motion. This implies that
spherical moving particles are able to develop orientational order; their dynamics
will display similarities with that of non-spherical propellers, where the tendency to
develop local nematic order is shown to have profound implication in the rheological
properties of these systems (see e.g. [34]).

We have also studied the collective behavior of symmetric propellers to assess the
relevance of the specificity of the propulsion mechanism. In this case the momen-
tum, Δp0, is extracted uniformly from all nodes lying within the two cones defined
by the angle ψ0 and its supplementary, π −ψ0, as shown in Fig. 3b. When com-
pared to their asymmetric counterparts, the radial distribution function g0(r) shows
a faster decay, implying that smaller clusters appear in this case. The contact value
is still significantly larger than its equilibrium counterpart, although not as large as
for the asymmetric driving. In this case g1(r) decays to zero on longer length scales
than g0(r), which shows a tendency to local orientation of propellers, and hence
a sensitivity toward nematization and which will affect its mechanical properties,
beyond the structural constraint of forming well-defined aggregates.

Due to the clear tendency to the development of orientational ordering of pro-
pellers, even if spherical in shape, it is reasonable to compute the nematic order pa-
rameter as a measure of such ordering. At this point we will not distinguish between
polar and apolar ordering, since we are only interested in clarifying the orientational
ordering induced through hydrodynamic coupling between propellers. In Fig. 10 we
display the time evolution of the nematic order parameter
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Fig. 10 Nematic order parameter, ψ , as a function of time for a suspension of propellers at φ = 0.1
starting from a uniform, random configuration

ψ ≡ 1
N

〈
N

∑
j=1

exp [iθi j]

〉
, (10)

where θi j is the angle between the directions of motion of particles i and j (re-
member that this direction may differ from the direction of motion of a particle).
The plot shows a net increase in the order parameter on collision time scales, with
values close to 1. As we enter in the diffusive time regime, the order parameter
eventually decays slowly toward a rather small value.

Hence, the evidence collected shows how HI in suspensions of propelling par-
ticles make them approach and favor their cooperative motion because they favor
particle alignment. Big clusters can be formed transiently, depending on the sus-
pension volume fraction. In any case there is a high degree of particle orientation.
Hence, it seems reasonable to assume that HI open a new way to induce flocking.
Such a transition has different properties from the one described in the absence of
coupling to the underlying fluid. In the latter case, the transition is promoted at
high-volume fractions, when the direct interaction is stronger. On the contrary, hy-
drodynamics become more efficient at lower volume fractions, where higher density
contrasts are possible and therefore where dynamically transient aggregates become
more efficient to collect particles.

8 Conclusions

The use of mesoscopic models addresses quantitatively the dynamics of suspen-
sions of biological interest in which the appropriate dynamic couplings with the
solvent are properly captured. Since the molecular details are coarse grained, it is
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possible to achieve the time and length regimes that are relevant for the evolution
of the suspended objects. Such methods are then suitable to the analysis of a variety
of physical systems. In particular, in this chapter we have analyzed two comple-
mentary strategies to study the dynamics of inextensible semiflexible filaments and
spherical propelling particles. The former constitute a good model for a variety of
biofilaments (as, e.g., actin or microtubules) while the latter constitute a simplistic
model of motile microorganisms.

We have shown how different approaches in which the solvent is either implicit
or explicit are useful. For the case of filaments we have described how the inter-
actions mediated through the solvent induce a strong cooperation in the dynamical
response of these filaments. We have described how they rotate and show a rather
rich response to applied field, an analysis that can be of interest in the analysis of re-
sults from ultracentrifuge or electrophoretic measurements. We have analyzed how
semiflexibility gives rise to properties which are qualitatively different from those
known for rigid rods.

The study of propelling suspensions has allowed to characterize their relevant dy-
namical regimes and their connection to well-known results of passive suspensions.
We have shown the peculiarities of the hydrodynamic coupling at short time scales,
and how the translation-rotation coupling leads to a larger dissipative interaction
between propellers than expected from the known results from their passive coun-
terparts. The coupling between translation and rotation at longer time scale leads
to cluster formation and the development of mesostructures that can survive at long
times, once the diffusive regime is achieved. Moreover, depending on the strength
of their interaction and the volume fraction of the suspension, a transition to flock-
ing-induced hydrodynamically is expected; although this particular issue requires
more careful numerical studies.

This approach to the collective properties of suspensions is a promising tool to
analyze the physics of a variety of systems with an obvious biological interest. The
simplicity and local nature of the coupling between propellers and solvent allow one
to envisage a number of relevant applications.
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A Thermodynamic Description
of Active Transport

S. Kjelstrup, J.M. Rubi and D. Bedeaux

Abstract We present a solution to problems that were raised in the 1960s: How can
the vectorial ion flux couple to the scalar energy of the reaction of ATP to ADP and P,
to give active transport of the ion; i.e. transport against its chemical potential? And,
is it possible, on thermodynamic grounds to obtain non-linear flux force relations
for this transport? Using non-equilibrium thermodynamics (NET) on the stochastic
(mesoscopic) level, we explain how the second law of thermodynamics gives a ba-
sis for the description of active transport of Ca2+ by the Ca-ATPase. Coupling takes
place at the surface, because the symmetry of the fluxes changes here. The theory
gives the energy dissipated as heat during transport and reaction. Experiments are
defined to determine coupling coefficients. We propose that the coefficients for cou-
pling between chemical reaction, ion flux and heat flux are named thermogenesis
coefficients. They are all probably significant. We discuss that the complete set of
coefficients can explain slippage in molecular pumps as well as thermogenesis that
is triggered by a temperature jump.

1 Introduction

A thermodynamic theory of transport may help describe cause–effect relations in
biology. Ever since the work of Mitchell [1], when the proton motive force was
given as the driving force for ATP synthesis, the driving forces for transport and
the coupling of fluxes have been used in descriptions of energy conversion. This
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makes non-equilibrium thermodynamics (NET), where these concepts are defined,
a central theory [2, 3, 4, 5, 6, 7, 8, 9]. The classical version of NET is restricted to
linear flux–force relations, however, so this theory has not been able to deal with
energy conversion under all conditions. Observations show that flux–force relations
are non-linear [5, 6, 7].

The aim of this work is to explain active transport; i.e. ion transport against
a chemical potential difference by means of chemical energy, in terms of a re-
cently proposed extension of classical NET. The extension is called mesoscopic
non-equilibrium thermodynamics (MNET), because it addresses the level where
molecular fluctuations take place (the meso-level) [10, 11, 12]. MNET introduces
variables that are internal to the thermodynamic system and gives a thermodynamic
basis for descriptions of phenomena in molecular motors and pumps. The central
property of MNET is the same as for NET, the entropy production of the system.
This property defines the fluxes and forces. Also MNET follows the systematic ap-
proach first given by Onsager [2, 3]. Local equilibrium is assumed at the appropriate
level. Linear laws are written on this level and Onsager relations are used. Non-
linearities will appear after integration from the meso- to the macroscopic level, as
shown by Reguera et al. [10]. Active transport takes place at a membrane surface,
because only a surface can account for coupling between a chemical reaction and
transport of ions and heat [8].

The work is organized as follows. We present the problem from an overall
perspective in Sect. 2. Active transport by the Ca-ATPase is used as an example
throughout the analysis, drawing heavily on the experiments of de Meis and cowork-
ers [13, 14, 15, 16, 17, 18]. In Sect. 3 follows a short summary of the use of NET
over the years, an explanation of why this use leaves some problems unresolved,
and what it takes to solve them. In the extension of NET in Sect. 4, which may solve
the problems mentioned, we include as internal variable the well-known degree of
reaction from reaction kinetics [19]. We finally define in Sect. 5 the experiments
that determine the transport coefficients in active transport, and show that the com-
plete set coefficients explains slippage in molecular pumps as well as thermogenesis
triggered by a temperature jump.

2 Energy Conversion in the Ca-ATPase

In order to transport ions across membranes against their concentration gradient (i.e.
active transport), biology uses chemical energy. This energy comes from hydrolysis
of adenosine tri- phosphate (ATP), in short by

ATP + H2O � ADP + P (1)

The products are adenosine diphosphate (ADP) and phosphate (P). The standard
reaction Gibbs energy, ΔG0, is around −33 kJ/mol [17]. The energy available is
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ΔG = ΔG0 +RT ln

[
cADP · cP

cATP ·aw

]
(2)

Here R is the gas constant and T is the temperature. Concentrations of ATP, ADP
and P are used, assuming that the ideal mixture approximation is good. All molar
concentrations are divided by the concentration of the standard state (1 mol). The
water activity aw =p/p∗, where p is the vapour pressure of water above the solution,
and p∗ is the same over pure water.

Transport of ions means transport of charge. An electroneutral exchange of ions
saves on the energy required to move ions against an electrical potential. It has been
found that Ca2+ transport is countered by proton transport [14, 20]:

Ca2+ (i) + 2H+(o) � Ca2+(o) + 2H+(i) (3)

where i stands for the outside (cytosol) and o for the inside (lumen) of the vesicle.
We study the case where the energy of reaction (1) is used to accomplish (3), or vice
versa, when (3) is used to drive (1). In the first case, the work accomplished is the
chemical potential difference for exchange of the ions:

ΔμCa/2H = RT ln
cCa,o · c2

H,i

cCa,i · c2
H,o

(4)

Charge numbers have been omitted for the ease of notation.
The chemical reaction takes place on the surface of the vesicle membrane in

which the molecular pump, the Ca-ATPase, is embedded. A schematic picture of
one Ca-ATPase with its membrane and cytosolic domains is shown in Fig. 1. A vesi-
cle with Ca-ATPases forms spontaneously when the ATPase and phospholipids are
mixed in a solution. The composition of the vesicle side o is controlled in the for-
mation step. After forming, the vesicles can be harvested and dissolved in a test
solution that defines the side i solution. In this manner one can investigate the
operation of the molecular pump under several conditions. Of interest is in par-
ticular the reaction rate, r, and the ion flux, JCa. A positive measurable heat flux
from the Ca-ATPase to the solution phase has been found when the reaction rate is
positive [16].

The area of the membrane surface is generally not known. It is therefore assumed
that the area is proportional to the amount of Ca-ATPase that is reconstituted in the
membrane. Fluxes as well as the reaction rate are therefore measured per milligram
of protein. The ratio of the ion flux from the Ca-ATPase into the vesicle, and the
reaction rate, can be determined:

Jo
Ca

r
= n (5)

When n is an integer, equal to the number of binding sites for the ion on the pump,
the pump is said to be stoichiometric.
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Fig. 1 A schematic picture of
active transport by the
Ca-ATPase

In our example the number of binding sites for Ca2+ is two, see Fig. 1. A non-
stoichiometric pump, for which n is smaller than the number of binding sites, is said
to slip. The value n = 2 has been measured only for small values of ΔμCa/2H. The
further n is from 2, the higher is the degree of slip in the pump, the smaller amount
of work is done, and the larger is the heat that is produced. This can be understood
from the following.

The lost work (the dissipated energy) plus the actual work is the maximum work
available in the system, i.e. a constant. For an isothermal, isobaric process, the max-
imum work available Wideal is the reaction Gibbs energy [9]. In non-isothermal sys-
tems, there are additional contributions to Wideal. No system is able to use all of the
available energy to do work, so nΔμCa/2H < −ΔG. According to the second law of
thermodynamics, a fraction is always dissipated as heat. The entropy production in
the system measures this heat production. The product Wlost = T0 (dSirr/dt)Δt is the
lost work, or the energy dissipated as heat [9] during the time Δt. Here T0 is the
temperature of the surroundings (in K), and dSirr/dt is the entropy production in (J/s
K m3). We have

Wideal = −ΔG = W +T0

(
dSirr

dt

)
Δt (6)

where W is the real work performed (in J) during Δt. The ratio between work and
heat production can vary largely [16], but is bounded by Wideal. The larger the fluxes
and forces are, the larger is the entropy production, see Sect. 4.1. The terms in (6)
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are determined as follows. The control volume V has a known concentration of
Ca-ATPase, i.e. pumps (in mg/m3). The pump is observed during stationary state
operation in a time interval Δt. The absolute amount of ATP consumed in this inter-
val is measured (in mol/mg). The central term in (6) can be determined as the differ-
ence in Gibbs energy (in J/m3) between the product state and the reactant state. The
Ca-flux can also be determined in the experiment, leading to a similar calculation of
the work done, W, from (4).

The entropy production is a product sum of all independent fluxes and their con-
jugate forces. Consider as an example, the electric current density (in C/s m2) as
a flux. The conjugate driving force to this flux is minus the electric field divided
by the temperature (in V/m K). Their product times the temperature of the sur-
roundings gives the Joule heat in the volume element of the conductor times the
factor T0/T. The entropy production is like a generalised friction due to transport
through the volume element. If the friction occurs at a temperature higher than the
surroundings, some of the heat produced can be used to give work with respect to
the surroundings.

Biological systems are mostly regarded as isothermal, i.e. without temperature
gradients, and no distinction is made between T and T0. A heat flux has so far not
been considered a central variable in active transport, in spite of clear documenta-
tions of heat effects [13, 14, 16].

In the analysis of a spherical vesicle with active transport of Ca2+ across the vesi-
cle membrane, take for simplicity T0 = T . With leaky, isothermal vesicles, no work
is done on the vesicle (W = 0 in (6)) and all available energy (−ΔG) is dissipated
as heat in the system plus surroundings. In this case the entropy production is the
product of the reaction rate and the reaction Gibbs energy over the temperature. The
energy dissipated per unit of time at this temperature is then

T
dSirr

dt
= −rΔG (7)

The dimension of the products on both sides are here J/s mg.
The molecular pump can also be operated in a reverse mode. This means that the

osmotic energy can be used to synthesize ATP. De Meis and coworkers [13, 14] also
showed that a pH-jump and a change in water activity can drive synthesis of ATP.
The effect of these variables follows from (2) and (4) above. Much more difficult
is to explain a similar observed effect on the ATP synthesis by a temperature jump
[13, 14].

According to NET [8, 9, 22], it is fully possible to have a heat flux, also near
isothermal conditions, in this system, because the heat flux can be coupled to the
reaction rate and the calcium flux at a membrane surface. Such a heat flux shall
be included as a variable in our use of this theory. We shall see that it may give
a quantitative basis for observations on thermal effects, in this particular case. We
believe that the phenomenon is quite general, however.
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3 Towards a Thermodynamic Transport Theory

3.1 Short Background

A non-equilibrium thermodynamic (NET) description of active transport was first
proposed by Katchalsky and Curran [4]. Assuming that active transport involves a
chemical reaction taking place within a membrane, they gave the energy dissipation
in the system in terms of forces and fluxes for the whole membrane:

T
dSirr

dt
= −IE − rΔG (8)

The net ion flux was I and E was the electromotive force1. No heat flux was in-
cluded, as the thermal force was considered to be zero. Linear force–flux equations
were written for the whole membrane. The ion flux and the reaction rate were both
treated as scalars. Coupling is then formally possible, but has no local stochastic
basis.

More in-depth understanding was offered by Caplan and Essig [5] and later
Westerhoff and van Dam [6]. Caplan and Essig introduced so-called proper path-
ways. These paths describe how a system relaxes when a stationary state is per-
turbed, also far from global equilibrium. For instance, there may be a quasi-linear
region around the inflection point in a plot of r versus ΔG. The equations for active
transport were written as

r = −LrrΔG−LrdΔμCa

JCa = −LdrΔG−LddΔμCa (9)

As driving force for ion transport was used the chemical or the electrochemical
potential difference. Linear relations have since then been used in non-equilibrium
thermodynamics to describe fluxes and forces near saturation of ion binding sites,
also far from equilibrium, see e.g. Waldeck et al. [23]. A stoichiometric pump, where
(5) applies, has a singular matrix of coefficients

Ldd = 2Ldr

Lrd = 2Lrr (10)

Relations like (9) can be derived as limiting cases from the more general Hill di-
agrams [5, 30]. These diagrams describe stationary state transport phenomena by
combinations of unidirectional pathways. Each unidirectional path is described by
its transition probability, and the equation for the net transport is given as combi-
nation(s) of two or more unidirectional fluxes. Non-linear flux–force relations were
easily found and explained by this theory. While these formulations are correct and
important, it is fair to say that they provide the original problem of the coupling of

1 The authors used the affinity A = −ΔG, and did not specify the temperature T .
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scalars and vectors with a kinetic, but not a thermodynamic basis. This has moti-
vated us [11, 12] to seek for a different way to predict non-linear behaviour, as an
alternative to the work of Hill [30], using the extension of classical non-equilibrium
thermodynamics, MNET.

3.2 A Stochastic Basis and an Internal Variable

In search for a thermodynamic basis for active transport, we observe first that the
underlying events of the energy transfer are stochastic; they occur on the molecular
level. A description must therefore address the time-scale and the variables on this
level. It is therefore interesting that the conformational changes in the Ca-ATPase
during pump operation take place very slowly, on a milli-second time-scale [20].
At least five different states are involved, as has been shown by X-ray crystallog-
raphy [21]. Intermediate states must be included in the definition of the time-scale
for the coupled transports. It does not give meaning to use a two-state description
of the chemical reaction [11, 12] with the states of the products and the reactants
only.

A natural variable for the path given by the conformational changes is the de-
gree of reaction, γ . Kjelstrup et al. [11, 12] chose this variable as a measure for
the scale where fluctuations take place. The degree of reaction, γ , is a standard
variable in reaction kinetics [19]. The path in question is illustrated in Fig. 2. The
lower part of the figure shows the activation energy barrier, which is very large in
the present case (85 kJ/mol) [20]. There is an equilibrium distribution for the re-
acting mixture, i.e. the composition of reactant and products over the barrier, as
indicated in the upper part of the figure. The amount of the mixture is minimum
at the coordinate of the transition barrier, γtr. Such a distribution can also be de-
fined away from equilibrium. By introducing the degree of reaction as an internal
variable in the thermodynamic description, see de Groot and Mazur for this type of
problems [22], it was possible to give the stochastic nature of the process a proper
scale [11, 12].

3.3 Coupling of Scalar Components at the Surface

In order to have coupling between reaction, diffusion and heat transport, all phe-
nomena must take place on the same scale. This scale was discussed above. But
coupling of scalars and vectors are not allowed in homogeneous systems. A cer-
tain anisotropy or symmetry breaking is needed in order to have coupling of scalar
and vectorial processes (the so-called Curie-principle, see e.g. de Groot and Mazur
[22]). There is a possibility for coupling between chemical reaction and vectorial
phenomena at surfaces, because the surface has no symmetries in the direction nor-
mal to the surface [8]. The normal component of the three-dimensional vector has
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Fig. 2 The activation energy
barrier for the chemical
reaction

a symmetry of a scalar along the surface. This property is sufficient to give a for-
mal basis for coupling between chemical, electrical, thermal or diffusional forces
in the surface. In the present case, the chemical reaction (1) takes place in the sur-
face, while the fluxes that couple to r are normal components into or across the
surface.

It follows that the thermodynamic system of interest here is a surface element,
and this must first be defined. We follow Gibbs who defined surfaces as two-
dimensional systems. The surface is treated as an autonomous, two-dimensional
system with excess variables. Thermodynamic variables for the surface like the con-
centrations were given as moles per surface area, in excess of the extrapolated bulk
concentrations. Density variations across the surface are for this purpose integrated
out over the surface thickness and thereafter allocated as excess variables of the
surface element.

The thermodynamic surface that we are speaking of in Fig. 1 must contain the
region that includes the binding sites for ATP as well as for Ca2+. By integrating
over this region, we shall obtain the excess variables discussed above, as for instance
the concentration of the protein. Coupling must involve interaction between the two
binding sites, and takes place, when there is a large degree of correlation of the
fluctuations of the relevant variables in the surface.
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3.4 Local Equilibrium Along the Path of the Chemical Reaction

The assumption of local equilibrium is always implicitly used when thermodynamic
equations are written in NET. In order to have thermodynamic properties defined,
a system must have enough particles for a statistical analysis. The surface element
containing the Ca-ATPase is small, so the assumption is questionable. Not only
is the surface small, one vesicle contains only a few Ca-ATPases. The number of
vesicles in solution is usually large, however. Hill [29, 30] defined thermodynamic
equations for small systems. By considering replicas of a system, he constructed
an ensemble for statistical analysis. Here the single system in Hill’s sense is one
Ca-ATPase, and the replicas are all Ca-ATPases, distributed over all vesicles. The
average behaviour of one Ca-ATPase can then be defined. We adopt this picture of
Hill, and write thermodynamic relations for excess thermodynamic properties of the
ensemble of vesicle surface elements in equilibrium.

But can we use these equations also when the surface is exposed to large gradi-
ents? The biological membrane is thin (6–8 nm), so gradients across the surface can
be enormous. Evidence from non-equilibrium molecular dynamics simulations now
give some support for a positive answer [27, 28].

The assumption of local equilibrium along the path of reaction may also be ques-
tioned. We shall argue that the many isolated states of the Ca-ATPase [21] and the
slow and reversible reaction make the assumption of local equilibrium probable, at
any position along the path of the chemical reaction in Fig. 2.

3.5 Describing Active Transport: Criteria

Let us summarize the discussion by stating again the premises for giving a thermo-
dynamic basis to active transport. We require the following:

• A surface element where coupling takes place between reaction and ion transport.
This gives a formal basis for coupling.

• A variable that deals with the progress of chemical reaction over its many stages.
This gives a stochastic basis for coupling.

• Local equilibrium along the path of the chemical reaction. This enables us to use
NET on a mesoscopic level.

• The heat flux as a variable, in spite of the system being (nearly) isothermal. This
opens up a possibility to describe thermal effects associated with active transport.

4 Mesoscopic Non-equilibrium Thermodynamics

We can now proceed (in Sect. 4.1) to find the entropy production of a surface ele-
ment with a chemical reaction, an ion flux, and a heat flux. This will next determine
(in Sect. 4.2) the flux equations of the system.
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4.1 The Entropy Production in the Surface

Entropy production occurs in the solution (i), in the surface (s) and in the vesicle
membrane. We neglect the entropy production by ion transport in the membrane,
because this process is fast. Equilibrium for binding/debinding of ATP, ADP and
P to the reaction site, and for binding of two Ca2+ to the binding site for ions,
means that we also can neglect entropy production in the solution. All of the entropy
production during active transport is then assumed to take place in the surface. The
Gibbs equation for the entropy density, ss, of the surface is

dss =
1

T s dus − μs
ATP

T s dcs
ATP −

μs
ADP

T s dcs
ADP −

μs
P

T s dcs
P −

μs
Ca/H

T s dcs
Ca (11)

where μs
Ca/H = μs

Ca−2μs
H, cf. (3) (2dcs

Ca =−dcs
H). We assume that the total entropy

of the membrane together with the solution is unaltered if the various components
are moved from the solution to the surface and back, without moving internal en-
ergy (partial equilibrium for adsorption/desorption; cf. de Groot and Mazur [22],
Chap. 15). The assumption of isentropy (equilibrium in this part of the open sys-
tem) implies that all the Planck potentials (μ/T ) for the surface can be replaced by
their solution counterpart. On the other side of the surface we assume that internal
energy can be moved, without moving ions, without altering the entropy. This im-
plies that the surface temperature is equal to the temperature inside the vesicle,
giving T s = T o. These assumptions are introduced in (11) and the result is ap-
plied to any value of the degree of reaction, γ . For a given value of γ , we then
have [11]

dss(γ) =
1

T o dus(γ)− μ i
ATP

T i dcs
ATP(γ)− μ i

ADP

T i dcs
ADP(γ)− μ i

P

T i dcs
P(γ)− μ i

Ca/H

T i dcs
Ca(γ)
(12)

where ss(γ) and us(γ) are the excess entropy and internal energy of the Ca-ATPases
in state γ . Furthermore, cs

i (γ) is the probability that the excess of component (i) is
adsorbed in an Ca-ATPase in the state γ times the total adsorption of this com-
ponent. By integrating dss(γ) over γ from 0 to 1, we recover dss, and similar
for the other variables. The mass and energy balances reflect that the process is
stochastic:

dcr(γ)
dt

= −dr(γ)
dγ

dcs
Ca(γ)
dt

= Ji
Ca(γ)− Jo

Ca(γ) (13)

dus(γ)
dt

= Ji
q(γ)− Jo

q (γ) (14)

In these equations r(γ) is a reaction flux along the γ-coordinate. Furthermore,
Jν

Ca(γ) and Jν
q (γ) are fluxes that directly exchange calcium ions and heat with

the ν phase from the Ca-ATPases in the state γ ; they do not flow along the
γ-coordinate. Escape of Ca2+ to the o-side, with r > 0, means that the pump is
slipping.
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The entropy production of the surface as a function of the internal variable or
coordinate becomes:

σ s = −r(γ)
1
T i

∂G(γ)
∂γ

− Jo
Ca(γ)

(
μo

Ca/H

T o − μ i
Ca/H

T i

)
− Ji

q(γ)
(

1
T o − 1

T i

)
(15)

Equation (15) explains that entropy is produced along the γ-coordinate of the chem-
ical reaction, by the ion transport and by heat transport. Due to the existence of the
potential barrier along the γ-coordinate, see Fig. 2, a quasi stationary state is set up
during the reaction in which dr(γ)/d(γ) is zero and equal to r. We can then inte-
grate (15) under stationary state conditions and obtain the entropy production in the
surface for the conditions chosen:

σ s = −r
1
T i ΔG− Jo

Ca

(
μo

Ca/H

T o − μ i
Ca/H

T i

)
− Ji

q

(
1

T o − 1
T i

)
(16)

This applies to active transport of Ca2+ by the Ca-ATPase, with the assumptions
stated. The fluxes Jo

Ca and Ji
q are the integrals of Jo

Ca(γ) and Ji
q(γ) over γ . The sta-

tionary entropy production is also given by the entropy balance over the surface
element:

σ s =
J′oq
T o −

J′iq
T i + rΔS + JCaΔSCa/H (17)

where J′q denotes a measurable heat flux. This equation explains that entropy pro-
duced in the surface, σ s, comes from the reaction in the surface (rΔSi), the ex-
change of Ca2+ with 2 H+, and measurable heat fluxes over their respective tem-
perature. The measurable heat flux on the i-side can be found from the energy
balance.

Ji
q = J′iq + rΔH − JCaHi

Ca/H ≈ J′iq + rΔH (18)

It is equal to the total heat flux (or the energy flux) minus the enthalpy change
by the reaction and the enthalpy change by the exchange of Ca2+ with 2 H+. In
agreement with the ideal mixture approximation used in (1), we neglected the en-
thalpy for exchange of Ca2+ with 2H+. When the system in question has equi-
librium in the chemical reaction, the expression simplifies further. We then have
rΔH = rT ΔS ≈ 0.

In isothermal calorimetry, one measures the heat production at constant temper-
ature. The measurement gives the integral of J′iq over time. The sensible heat flux,
J′oq , directed to the vesicle inside will eventually leak back, not only through the ion
channel, but through all of the surface area available on the spherical vesicle. This
will disturb the experiment. One must account for the fact that the transport across
a real vesicle is not one-dimensional.
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4.2 Flux Equations

The entropy production determines the fluxes and forces of the system. According
to standard non-equilibrium thermodynamics, each flux is written as a linear com-
bination of each force. Now this must be done in γ-space (not done here, for details
see [12]). The coefficient matrix in γ-space is symmetric according to Onsager.

The fluxes are next integrated over the γ-coordinate, using Kramers’ rule [25]2.
The integrated version of the flux equations gives the expressions that can be used
to reduce experimental data:

r = −Drr(1− exp
−ΔG
RT i )−Drd

(
μo

Ca/H

RT o − μ i
Ca/H

RT i

)
−Drq

(
1− T i

T o

)
(19a)

JCa = −Ddr(1− exp
−ΔG
RT i )−Ddd

(
μo

Ca/H

RT o − μ i
Ca/H

RT i

)
−Ddq

(
1− T i

T o

)
(19b)

Ji
q = −Dqr(1− exp

−ΔG
RT i )−Dqd

(
μo

Ca/H

RT o − μ i
Ca/H

RT i

)
−Dqq

(
1− T i

T o

)
(19c)

The forces were made dimensionless, for the sake of simplicity. The coefficients
have, then, the same dimension as the flux they describe. The first force is the chem-
ical driving force for the activated reaction, the second is the osmotic driving force
for the ion flux, and the third force is the thermal driving force. The non-linearity
appears as a consequence of the activated process, cf. Fig. 2.

The coefficient matrix is no longer symmetric. The Di j-coefficients are still re-
lated because Onsager relations are valid on the γ−scale. We have now

Ddr = ADrd (20)

and
Dqr = ART iDrq (21)

where A is a constant (see [12] for an explicit expression) of the experiment, and

Ddq = Dqd/RT i (22)

These relations reduce the number of unknown coefficients to six. The coefficients
are functions of state variables like the temperature and concentration, but are
not functions of the forces. The non-linearity is due to the chemical force only,
and it is not a sign of being far from equilibrium. On the contrary, we have as-
sumed that there is local equilibrium everywhere along the γ-coordinate in the
surface.

It is interesting that the fluxes are linear in two of the forces, and non-linear only
in the chemical force. This may be one reason why linear flux force relations have
been found more often than expected [23]. When ΔG << RT the chemical driving
force simplifies, and the fluxes become linear in all forces.

2 Constant JH = −2JCa and r, and a constant mobility along the path.
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4.2.1 Active Transport

With reference to (19), active transport occurs because the coefficients Drd and Ddr

are non-zero. The larger the coefficients are, the better is the energy transfer between
the chemical driving force and the osmotic driving force. The pump is reversible,
thanks to these coefficients.

The chemical driving force and the reaction rate are positive during active trans-
port, while the osmotic driving force is negative, meaning that Drd and Ddr are
positive. A positive osmotic force will then give rise to a negative reaction rate (i.e.
ATP synthesis) even when ΔG > 0.

A stoichiometric pump, with JCa /r = 2, has in addition to (20)–(22), also

Ddd = 2Drd Ddr = 2Drr Ddq = 2Drq (23)

These relations define the stoichiometric pump for a wider range of states than
before. They can be regarded as extensions of (10), and give an upper limit of the
coupling coefficients.

Ddr ≤ 2Drr Drd ≤ Ddd/2 (24)

When the equal signs apply, and the system is isothermal, one may further verify
that the ratio between the total heat flux and the reaction rate is also constant.(

Ji
q

r

)
ΔT=0

= m (25)

This lower limit for the total heat flux was not given earlier. The entropy production
becomes

σ s = −r
1
T i

[
ΔG−2

(
μo

Ca/H −μ i
Ca/H

)]
(26)

A stoichiometric pump has a smaller entropy production per ATP hydrolysed than
a non-stoichiometric one, see (16). According to Ross and Mazur [24], the entropy
production is a product sum of fluxes and forces also when the chemical reaction is
in its non-linear regime.

4.2.2 Static Head and Level Flow

The linear flux–force relations of (9) have been used to define the condition of static
head and level flow.

The static head condition can be compared to the state of an electrochemical cell
with negligible current drawn, with a balance of chemical and electromotive forces.
Here we have instead a balance of the chemical and the osmotic force and a zero flux
of Ca2+ (near zero entropy production). The condition for static head from (19) is
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0 = −Ddr

(
1− exp

−ΔG
RT i

)
sh
−Ddd

(
μo

Ca/H

RT o − μ i
Ca/H

RT i

)
sh
−Ddq

(
1− T i

T o

)
sh

(27)

where sh stands for static head. The relation applies for small as well as large chem-
ical forces.

The level flow condition, on the other hand, can be compared to a short-circuited
electrochemical cell. This translated to a case with zero difference in chemical po-

tential of Ca2+. In the presence of level flow, when

(
μo

Ca/H

T o − μ i
Ca/H

T i

)
= 0, the ion

flux is driven by the chemical and thermal forces,

(JCa)lf = −Ddr(1− exp
ΔG
RT i )−Ddq

(
1− T i

T o

)
(28)

where lf means level flow. The equation applies for large as well as small chemical
forces. A similar equation can be written for the reaction rate.

The form of the entropy production will be the same in both cases:

σ s = −r
ΔG
T i − Ji

q

(
1

T o − 1
T i

)
(29)

But its value will vary between the cases. If we consider the first term only, we have
for static head

σ s
sh = −ΔG

T i

[
Drr −

DrdDdr

Ddd

](
1− exp

−ΔG
RT i

)
(30)

while the entropy production at level flow is higher:

σ s
lf = −ΔG

T i Drr

(
1− exp

−ΔG
RT i

)
(31)

These equations apply when the Ca-ATPase is reconstituted in tight vesicles. When
a leak pathway is opened up for Ca2+, we may also encounter similar conditions
(sh or lf). The transport coefficients change, however.

4.2.3 A Slipping Pump

A stoichiometric pump was defined above, as characterised by coefficients which
obey (25) and (23). Away from these conditions, the coupling coefficients are
smaller, cf. (24). The coupling is not so good, when there is a higher probability
for the ion to escape its binding site in the direction of its downhill gradient, rather
than being transported uphill. Less work is also done when the coupling coefficient
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Drd is smaller; there is more friction in the pump and the entropy production be-
comes larger.

The flux–force relations are non-linear for both the stochiometric and the slipping
pumps. We cannot deduce that this property alone is the origin of a slipping pump,
as has been done in the past. But, it is probable that slip is more likely when one
of the driving forces is large. The fast process will try to equilibrate on a smaller
time-scale than the other. The slow process will then loose energy into the fast, and
the coupling will be less complete.

4.2.4 Thermogenesis

The set of equations show that a total heat flux is always present, even when the
thermal force is zero. The only requirement is that Dqd and Dqr are non-zero. Active
transport, as we know it, is then always associated with a heat flux to the solution.
This total heat flux can to some degree be reversed. We see from (19) that it de-
pends on the sign of the forces, like the reaction rate and the ion flux do. That heat
effects are associated with charge transport, is well known from electronic conduc-
tors (the Peltier effect). Reversible heat effects are interpreted by entropy changes
in electrochemical cells [31].

The magnitude of the total heat flux into the solution, −Ji
q, depends on several

variables: the forces as well as the coefficients. As we discussed above the coupling
coefficients have an upper limit, when the pump is stoichiometric. As the pump
starts to slip, the coupling coefficients become smaller. Less work is done, and heat
production increases.

Several explanations have been given for thermogenesis in the literature. It
has been associated with the normal heat production that accompanies physical
activity. It has also been linked to changing dietary conditions. Going back to
the relation between available work, work and lost work, (6), there is always a
non-zero entropy production related to the resting state of the organism, or the
system. The entropy production of the resting state will change once any of the
driving forces changes: the chemical force, the osmotic force, or the thermal force.
This changes immediately the ratio of work done to heat produced. These argu-
ments address only physical properties of the ATPase, not any extra biological
regulation.

Thermogenesis can be then defined as an increase in the entropy production
above the resting state level, caused by a change in the thermal force. Such a change
in the force can be realised, for instance, by a temperature drop across the vesicle
membrane.

Thermogenesis is possible with non-zero coupling coefficients Drq, Dqr and Ddq,
Dqd in equation (19). The first two coefficients explain that a temperature drop trig-
gers the ATPase reaction (1). This leads to heat production in the solution via Dqr.
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5 Experimental Determination of Transport Coefficients

One advantage of the theory of NET is the possibility it gives to define experiments.
This shall be done next. The transport coefficients are not functions of the driv-
ing forces, but they may be functions of the state variables. Before more data are
available, we shall assume that they are constant for reasonable changes in the state
variables. A coefficient, determined for one set of conditions, can then be used also
for somewhat different conditions.

5.1 The Main Coefficients

There are three main coefficients in the matrix for transport coefficients; the diag-
onal coefficients; These must all be determined independently. The coefficient Drr

describes how the rate depends on the chemical driving force. It can be measured in
the absence of a temperature difference and a osmotic force.

Drr = −
[

r
1− exp(−ΔGi/RT )

]
ΔμCa/H=0,ΔT=0

(32)

The reaction rate as well as the reaction Gibbs energy can be determined with
good accuracy. The measurement conditions are probably obeyed with leaky vesi-
cles [14].

The interdiffusion coefficient of Ca2+ with 2H+ is determined at zero chemical
and thermal force:

Ddd = −

⎡
⎢⎢⎣ Jo

Ca

μo
Ca/H

RT o − μ i
Ca/H

RT i

⎤
⎥⎥⎦

ΔG=0, ΔT=0

(33)

The definition says that the ion flux should be determined at chemical equilibrium
(with a small reaction rate) and for isothermal conditions. This experiment is diffi-
cult without invoking a sizable reaction rate. One must thus correct for this rate. It
is however likely that the self-diffusion coefficient for Ca2+ gives a good estimate
for the order of magnitude of the exchange rate of the two ions. Self-diffusion can
be measured with good accuracy using radioactive isotopes.

The thermal conductivity coefficient Dqq is defined for an inactive pump:

Dqq = −
[

Ji
q

1− T i

T o

]
ΔG=0, ΔμCa/H=0

= −

⎡
⎢⎢⎣ J′ i

q

1− T i

T o

⎤
⎥⎥⎦

ΔG=0,ΔμCa/H=0

(34)
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The coefficient is the thermal conductivity of the protein itself, since we have as-
sumed that the transport is one-dimensional. We have also used the condition that
r is negligible at equilibrium. According to the flux equation (19c), the coefficient
can be determined when the reaction is at equilibrium, and when the osmotic force
is zero. A temperature difference must be created between the vesicle inside and
outside. To accomplish this, one could suspend vesicles equilibrated at a higher
temperature in a cold bath and measure how the bath changes its temperature with
time. Heat leakage through the lipid part of the membrane must be corrected for. All
main coefficients are positive, cf. Table 1.

Table 1 Estimated signs of transport coefficients

j D jr D jr D jr

r + + −
d + + −
q − − +

5.2 The Coupling Between Reaction and Diffusion

The coupling coefficient Ddr is the central coefficient in active transport. The coef-
ficient is best defined from

Drd

Ddd
=
(

JCa

r

)
ΔG=0,ΔT=0

(35)

The value of Ddr must be positive, see Table 1. Without a positive value for Ddr

chemical energy is not converted to osmotic work. The related coefficient, Drd

(Ddr = ADrd), can be independently determined from

Ddr

Drr
=
(

JCa

r

)
ΔG=0,ΔμCa/H=0

(36)

A reduction in Ddr during slip leads to a proportional reduction in Drd . From known
values of Drr, Ddd , r and JCa, we can also calculate Drd and Ddr for the slipping
pump.

5.3 The Coupling of Reaction and Diffusion to Heat Flow

There are four coefficients that describe the coupling between reaction or diffusion
and heat flow. Only two of them are independent, thanks to the Onsager relations.
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The coupling coefficient for the heat flux and the reaction rate can be determined
from such measurements:

Dqr = −
[

J′iq + rΔH

1− exp(−ΔG/RT )

]
ΔμCa/H=0,ΔT=0

(37)

The equation explains that the rate r and the corresponding value of J′iq must be
measured for a given value of ΔG and ΔH in an uncoupled, isothermal pump, with
ΔμCa/H = 0. As mentioned already, De Meis and coworkers [16] measured the heat
flow into the solution during ATP hydrolysis using isothermal calorimetry for var-
ious conditions. The measurable heat flux into the solution is given by (18). The
coefficient Dqr can be calculated from this equation, with knowledge of the vari-
ables involved.

The value of the reciprocal coefficient, on the other hand, is found from

Drq = −

⎡
⎢⎢⎣ r

1− T i

T o

⎤
⎥⎥⎦

ΔμCa/H=0,ΔG=0

(38)

In order to test the measurements for consistency, one can apply the relation (21),
when A is known.

The coupling coefficient for the total heat and diffusional flux is defined at chem-
ical equilibrium in an isothermal system. In that situation r = 0, and ΔH = T ΔS. We
obtain

Dqd = −

⎡
⎢⎢⎣ J′iq

μo
Ca/H

T o − μ i
Ca/H

T i

⎤
⎥⎥⎦

ΔG=0,ΔT=0

(39)

The value of the reciprocal coefficient is now

Ddq = −

⎡
⎢⎢⎣ JCa

1− T i

T o

⎤
⎥⎥⎦

ΔμCa/H=0,ΔG=0

(40)

It is reasonable to name all of these coefficients by the name thermogenesis coef-
ficients. They describe the impact of the chemical reaction on the heat flow (Dqr) or
the effect of a temperature jump on the metabolic rate (Drq). The second set describe
the impact of the Ca-flux on the heat flow (Dqd), or the effect of a temperature jump
on the Ca-flux (Ddq).

Experiments indicate that these coupling coefficients are all negative: A negative
reaction rate was promoted with ΔμCa = 0 by quenching a warm vesicle suspension



A Thermodynamic Description of Active Transport 173

to a low temperature [14]. This observation makes Dqr and Drq negative. The fact
that certain modes of operation are endothermic [17] can be explained if Drd and
Ddr are also negative. The two first terms of the flux equation for the total heat flux
will then have opposite signs, and may shift being the leading term, depending on
the conditions.

The signs of all coefficients are summarised in Table 1.

6 Conclusion

We have given a kinetic description of active transport on thermodynamic grounds.
We have derived the description from the entropy production of a molecular pump,
the Ca-ATPase, in particular the entropy production for events that take place as
the reaction proceeds along the reaction coordinate. Flux equations were obtained
in the systematic manner characteristic for non-equilibrium thermodynamics. When
the description is integrated to the level of observation, non-linear flux force rela-
tions were found – as new flux was taken along the total heat flux into the solution.
Doing this, we are able to define thermogenesis in terms of four thermogenesis
coefficients, of which two are dependent. As the pump starts to slip, the heat pro-
duction increases. An experimental determination of the transport coefficients was
discussed.
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Energy Interconversion in Transport ATPases
Role of Water in Ions Transport and in the Energy
of Hydrolysis of Phosphate Compounds

L. de Meis

Abstract This chapter is related to the work carried out by Kjelstrup et al. [1, 2, 3],
describing the energy dissipation of uncoupled and coupled enzymes. Here we de-
scribe the biochemical experiments that led to a partial understanding of how energy
is handled by enzymes (proteins) to transport ions across a biological membrane and
how the enzyme is able to determine how much of the total energy available during
transport is used to perform work (ion transport) and how much is dissipated as heat.
The experiments described show that the water organized around proteins (enzymes)
and reactants involved in the transport process play a key role in the mechanism of
energy transduction. Most of the bibliography of this chapter is related to the bio-
logical experiments that contributed to the elucidation of the mechanism of energy
transduction during Ca2+ transport, as, e.g., works pertinent to the thermodynamic
process of active transport, as seen in the perspective of physics [1, 2, 3, 4, 5, 6, 7].

1 Introduction

In order to survive, living organism developed molecular mechanism that allows the
interconversion of different forms of energy. The amount of energy continuously
interconverted by living matter is amazingly huge. On a gram per gram basis, a
living human tissue converts 10,000 more energy per second than the Sun. Some
bacteria, such as Azotobacter, can convert 50 million times more energy per second
than the Sun [4].

There are a few key features that help the understanding of the process of energy
interconversion in animals. These are as follows:

(1) Phosphate Compounds of “High” and “Low” Energy.
Energy is carried through different regions of the cell by phosphate compounds
referred to as “high energy phosphate compounds.” Among these molecules,
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adenosine triphosphate (ATP) is the most important of them and is thought to
be the biological currency of energy exchange. Energy is made available to
the system when the phosphate of high energy is cleaved. In the case of ATP,
the energy becomes available for interconversion when the γ-phosphate of the
molecule is hydrolyzed [5].

ATP+H2O ↔ ADP+Pi + chemical energy

This equation is found in any biochemistry textbooks. What is not written in
textbooks is that, up to present, we do not know how and the way the cleavage
of ATP releases energy.

(2) Enzymes that are Able to Interconvert Energy.
Cells have a variety of enzyme (ATPases) which catalyze ATP hydrolysis and
simultaneously convert the chemical energy made available into work as, for
instance, actomyosin during muscle contraction, ion transport mediated by the
Ca2+-ATPase and the Na++ K+-ATPase, formation of gradients through mem-
branes (osmotic energy), synthesis of new proteins that must be replaced, etc.
Not all the energy derived from the hydrolysis of phosphate compounds is con-
verted by enzymes into work; a part of the total energy released is dissipated in
the surrounding environment as heat. We do not know how proteins (enzymes)
handle the energy released during a chemical reaction and interconvert it in
work or other forms of energy [6, 7].

(3) Homeothermy
Humans and a large array of animal are homeothermic, i.e. they are able
to maintain the body temperature within a narrow range, usually oscillating
between 35◦C and 38◦C, regardless of the large environmental temperature
changes. Homeothermy is thought to be an important evolutionary acquisition
because it allows optimal conditions for biological reactions regardless of am-
bient temperature. There is a sophisticated system in the brain that control the
intake of energy (appetite) and the dissipation of energy as heat into the envi-
ronment [8]. We know that hormones play a role in these brain regions. These
include insulin synthesized in the pancreas, thyroid hormone T3, and leptins
produced by adipose tissue. However, we do not know yet how this is orches-
trated by the brain and what are the mechanisms used by the body cells to
respond to the brain command to produce more or less heat.

(4) Diseases
The maintenance of the body temperature (homeothermy) requires a sophis-
ticated balance between the rates of heat production and heat dissipation.
Alterations of the heat production rate are observed in hormonal dysfunc-
tions [8, 9, 10, 11, 12, 13, 14]. Alteration of body weight are intimately as-
sociated with the rate of heat dissipation by the organism, a decrease of it leads
to obesity and a highly increased rate of heat production lead to loss of weight
and even to cachexia associated with various diseases including cancer, AIDS,
and tuberculosis.
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2 Concepts in Energy Transduction

Until recently it was generally assumed, first, that the energy derived from hydroly-
sis of phosphate compounds is only liberated at the precise moment of the phosphate
bond hydrolysis and, second, that the amount of energy released and the fraction of
it that is converted into heat is always the same regardless of whether the compound
is cleaved in solution or on the enzyme surface [5, 7]. In other words, enzymes
would not be able to regulate the conversion of the chemical energy released during
hydrolysis into either work or heat. These two concepts are no longer valid. We now
know that the energy of phosphate compounds’ hydrolysis varies greatly depending
on whether it is in solution or bound to the enzyme [15, 16]. Moreover, for enzymes
involved on energy transduction, the energy used to perform work becomes avail-
able before cleavage of the phosphate compound (Table 1). Recently we found that
enzymes can modulate the conversion of energy during catalysis determining the
fraction of energy released which will be converted into work and the fraction to be
converted into heat.

Table 1 Variability of the energy of hydrolysis of phosphate compounds during the catalytic cycle
of energy transducing enzymes

In solution or enzyme
bound, before work

Enzyme bound, after work

Enzyme Reaction Keq

(M)

ΔGo

Kcal/mol
Keq

(M)

ΔGo

Kcal/mol

Ca2+-ATPase and
N+/K+-ATPase

Aspartyl phosphate
hydrolysis

106 −8.4 1.0 0

F1-ATPase and
Myosin

ATP hydrolysis 106 −8.4 1.0 0

Inorganic
Pyrophosphatase

PPi hydrolysis 104 −5.6 4.5 −0.9

Hexokinase ATP + gluc →
gluc-P + ADP

2 × 103 −4.6 1.0 0

For details, see [12] and [23]. The relationship between the standard free energy of hydrolysis
(ΔGo) and the equilibrium constant of the reaction (Keq) is ΔG◦= RT In Keq, where R is the gas
constant (1.981) and T is absolute temperature.

3 Phosphate Compounds of High and Low Energy

The history of ATP dates back to the late 1920s when Fiske and Subbarow [17]
were searching for a method that allowed the measurement of inorganic phosphate
(Pi) in animal tissues. During the course of their experiment, they purified ATP
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and creatine phosphate from animal tissues. At that time the physiological impor-
tance of these phosphate compounds was not known. It took several years to dis-
cover that ATP was an energy carrier molecule and that its hydrolysis provides
the energy needed for muscle contraction. It was only in 1941 that the concept of
“energy-rich” and “energy-poor” phosphate compounds was formally presented by
Lipmann [5] in a review where he analyzed the data obtained in his and other labora-
tories and on the basis of the knowledge available at that time Lipmann proposed the
following:

(1) Energy-rich phosphate compound would be those who presented a high equi-
librium constant (Keq) for the hydrolysis of the phosphate attached to the molecule
and, conversely, low energy phosphate compounds would have a low equilibrium
constant of hydrolysis. In this view, phosphoesters such as glucose-6-phosphate and
glycerol phosphate would be typical phosphate compounds of low energy and ATP
a high-energy molecule.

(2) The energy that could be derived from the hydrolysis of a phosphate com-
pound would depend exclusively on the chemical nature of the bond that links
the phosphate residue to the rest of the molecule. The N–P bond of creatine phos-
phate, the enol phosphate of phosphoenolpyruvate, the phosphoanhydride linkages
of ATP and pyrophosphate (PPi), and the acyl phosphate bond of aspartyl phosphate
were typical energy-rich phosphate bonds which have Keq values much higher than
low-energy phosphate such as glucose-6-phosphate. These concepts remained un-
changed from the time of Lipmann review in 1941 until the 1970s. During this
period, most work was of a theoretical nature and the “high-energy” nature of
the phosphate bond was thought to be dependent on intramolecular effects such
as opposing resonance, electrostatic repulsions, and electron distribution along the
molecule backbone [18, 19, 20]. Thus, the high Keq for the hydrolysis of pyrophos-
phate and ATP was thought to be determined by the negative charges and opposing
resonance of the P–O–P linkage. The negative charge on either side of the linkage
would repel each other, creating tension within the molecule and the opposing reso-
nance would generate points of weakness along the backbone. As a result, it would
be easy to cleave the molecule and difficult to bring together the products of the
hydrolytic reaction. The combination of these two factors would be responsible for
the high equilibrium constant (Keq) for the hydrolysis ATP or PPi phosphoanhy-
dride bonds. In 1970 George and co-workers [21] reasoned that in biological sys-
tems phosphate compounds are in solution and, thus, interact with water. It will
be, therefore, expected that water molecules should organize themselves around
the phosphate compound and this would both shield the charges of the molecule,
thus neutralizing the electrostatic repulsion and, in addition, form bridges between
different atoms of the molecule, thus reinforcing the weak points generated along
the molecule backbone by opposing resonances. George and co-workers [21] pro-
posed that the Keq for the hydrolysis of a phosphate compound should be deter-
mined by the differences in solvation energies of reactants and products and not by
intramolecular effects as previously proposed. Solvation energy is the amount of
energy needed to remove the solvent molecules that organize around a substance
in solution. A more solvated molecule would then be more stable or less reactive
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than a less-solvated molecule and the keq for hydrolysis of a phosphate compound
would be determined by the difference of solvation energy between reactants and
products. When lower the solvation energy of the products, higher would be the Keq

of the reaction. According to George et al.’s calculations, the solvation energy of
Pi varies between 76 and 637 kcal /mol and for PPi between 87 and 584 kcal/mol.
The variability of the values is related to the pH of the medium that determines
the different degrees of ionization of the two molecules. When more alkaline the
medium, more ionized and more solvated are Pi and PPi. The measured free en-
ergy of hydrolysis of PPi in water solution varies between −4 and −6 Kcal/mol.
This represents a very small fraction of the total solvation energy of either Pi or
PPi. Thus, a small change in the organization of the solvent around the molecules
of reactants and products would be sufficient to account for the measured energy
of hydrolysis of pyrophosphate. The work of George and co-workers remained un-
noticed for several years. It was only in 1978 that the solvation theory was revised
and substantiated by Hayes and coworkers [22]. These authors calculated the en-
ergy of hydrolysis of several phosphate compounds in gas phase, a theoretical sit-
uation in which reactants and products are no longer solvated and compared the
values estimated with those measured in aqueous solutions. These calculations im-
plied significant approximations. Experimentally, gas phase is only reached at very
high temperatures, various orders of magnitude higher that the temperature in which
measurements in aqueous solutions was made. Furthermore, at temperatures sim-
ilar to those needed to reach gas phase ATP, phosphocreatine and other organic
molecules are decomposed. According to Hayes et al.’s calculations [22], in aque-
ous solution, acetyl phosphate and the N–P bonds of phosphocreatine and phospho-
arginine are of a high-energy nature. However, in gas phase this would no longer
be true. On the contrary, positive free energy of hydrolysis calculated indicated that
when reactants and products are not solvated, acetyl phosphate and phosphocreatine
are more stable than the products of their hydrolysis, and according to Lipmann’s
definition [5], they behave as “energy poor” phosphate compounds. Interestingly,
the concept of solvation energy seems to be valid only for the “high-energy” and
not for the “low-energy” phosphate compounds because the values calculated for
the energies of hydrolysis of glucose-6-phosphate and others phosphoesters were
the same regardless of whether the molecules were in aqueous solutions or in gas
phase [21, 22].

4 Experimental Measurements

Starting in 1984 we became interested in the solvation theory. The motivation was
the discovery that the same chemical specie, an acyl phosphate residue, would have
different energies of hydrolysis depending on whether it was in solution (water) or
on the enzyme surface. This will be discussed below in a different section. In order
to test the solvation theory experimentally, we measured in our laboratory the energy
of hydrolysis of PPi in media with different water activities. The strategy adopted
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was to measure the Keq in aqueous media containing different concentrations of or-
ganic solvents which are known to decrease the water activity (wa) without changing
the dielectric constant of the solution. These measurements were performed at phys-
iological temperature (35◦C) and pH values (pH 6.0 up to pH 8.0). The Keq values
we measured were different from those theoretically calculated, but in agreement
with the solvation theory, we found that a discrete change of water activity could
promote a significant change of PPi energy of hydrolysis (Fig. 1). In totally aque-
ous media (wa = 1) the ΔG◦ of PPi hydrolysis was −5 kcal/mol, but it raised to
+1 kcal/mol when the wa was decreased to 0.5 [15, 23, 24, 25, 26]). Thus, depend-
ing on the wa of the medium, PPi could change from a “high energy” to a “low
energy” compound. One year later Williams and Wolfenden [27] found that ATP
could be spontaneously synthesized in wet chloroform and recently Kirby et al. [28]
observed that acetyl phosphate can be spontaneously synthesized in a media with a
decreased water activity. In agreement with Hayes and coworkers calculations [22]
we found that wa has practically no effect on the energy of hydrolysis of phospho-
esters such as glucose-6-phosphate (Fig. 1). Thus, in totally aqueous medium, PPi
behaves as a high-energy compound when compared to glucose-6-phosphate, but in
an hydrophobic environment (wa = 0.5) glucose-6-phosphate becomes a phosphate
compound with a higher energy of hydrolysis than pyrophosphate [8, 22]. These
effects of wa on the free energy of hydrolysis of PPi and glucose-6-phospahte can
be easily interpreted according to the solvation energy theory [21, 22] but difficult
to accommodate with the 1941 Lipmann proposal [5]. If the energy of the reaction
should be determined solely by the nature of the phosphate bond cleaved as pro-
posed in the early 1940s, then the energy of hydrolysis of PPi should not depend
on the wa of the medium and always be higher than that of glucose-6-phosphate
regardless of the conditions used. It is known that the wa along the surface of a pro-
tein may vary substantially and it is generally different from the bulk solution in
which the protein is solubilized. Solvation energy was found to play an important
physiological role in biological processes of energy transduction. One example is
the photosynthetic synthesis of PPi from 2 Pi molecules by the chomatophores of
the photosynthetic bacteria R. rubrum. The chomatophores have a membrane-bound

Fig. 1 Effect of water activity
in the energies of hydrolysis
of PPi (open symbols) and
glucose-6-phosphate (closed
symbols). For experimental
details see [20, 21, 22]
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pyrophosphatase which catalyze the synthesis of PPi when exposed to light and hy-
drolyze the PPi previously synthesized when the light is turned off (dark). This cycle
synthesis and hydrolysis can be mimicked by a soluble pyrophosphatase, without the
need of either membrane, chlorophyll, or light but by simply decreasing the wa of
the solution with organic solvent and then diluting the solvent by the addition of
water [29, 30].

5 Energy Transduction by Enzymes: Conversion of Phosphate
Bonds from High into Low Energy at the Catalytic Site
of Enzymes

In the early 1970s, little was known about mechanisms of energy transduction by
enzymes and it was thought that the energy of hydrolysis of phosphate compounds
would be the same regardless of whether they were bound to the enzyme or free in
solution. For enzymes which transduce energy as, for instance, an ATPase capable
of transporting ions across a membrane, it was thought that the region of the protein
where the catalytic site was located should be in close vicinity with the region of
the protein which would translocase the ion. This would facilitate the transfer of
energy between the two parts of the protein without a significant loss of energy and
the sequence of events taking place during the process of energy transduction was
thought to be as follows:

(1) The enzyme binds ATP;
(2) ATP is hydrolyzed and energy is released at the catalytic site at the precise

moment of the phosphate bond cleavage;
(3) The energy is immediately absorbed by the enzyme and used to translocated the

ion through the membrane and
(4) The products ADP and Pi dissociate from the enzyme.

For the synthesis of ATP from ADP and Pi, the sequence of events would be the
same, but in the reverse order [15, 31, 32].

For several years we have been working in laboratory on the mechanism by which
enzymes use the energy derived from ATP or PPi to transport ions across a biolog-
ical membrane; in particular, on Ca2+transport. The sarco/endoplasmic reticulum
Ca2+-ATPases (SERCA) is a family of isoenzymes that can interconvert different
forms of energy. Hasselbach and Makinose in 1961 [32, 33, 34, 35] were the first to
describe the Ca2+ transport in vesicles derived from the sarcoplasmic reticulum of
skeletal muscle. These vesicles retain embedded in the membrane a SERCA 1 that
uses the energy derived from ATP hydrolysis to accumulate Ca2+ in the vesicles lu-
men. In this process the enzyme converts the chemical energy (ATP hydrolysis) into
osmotic energy given by the Ca2+gradient formed across the vesicles membrane.
Later, Makinose [33] demonstrated that catalysis is initiated by phosphorylation of
and aspartyl residue located in the catalytic site of the enzyme forming an acyl
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phosphate residue that in water has the same energy of hydrolysis as ATP and, in
fact, this reaction is fully reversible (Keq ∼1). Energy for the transport of Ca2+

across the membrane would only become available during the hydrolysis of the acyl
phosphate residue intermediate. The Ca2+transport would then be defined by the
following sequence of reactions:

E+ATP ↔ E ∼ P+ADP; (2) E ∼ P+H2O → E+Pi+ energy (1)

where E is the enzyme and E∼P is the enzyme phosphorylated by ATP. In the 1960s
Peter Mitchell [36] proposed the chemiosmotic theory to explain the mechanism of
ATP synthesis by mitochondria. According to Mitchell the energy derived from oxy-
gen consumption and electron flow through the mitochondrial cytochrome would be
used to form a proton electrochemical gradient between the inner membrane and the
mitochondrial matrix. The energy derived for the H+ gradient would then be used
by the F1–F0 ATPase embedded in the mitochondrial inner membrane to synthesis
of ATP from ADP and Pi. In absence of respiratory substrate, the very same enzyme
can hydrolyze ATP and use the energy released to form a H+ gradient. Thus the
F1–F0 ATPase, now called ATP synthase, is able to interconvert osmotic and electri-
cal energy derived from the H+ gradient into chemical energy. Based on the Mitchell
theory, Hasselbach and Makinose [37, 38, 39] demonstrated that the SERCA was
also able to use the energy derived from an ionic gradient to synthesize ATP. Dur-
ing synthesis, the entire process of Ca2+ transport is reversed and the two reactions
above should flow in the reverse direction:

E+Pi+ energy E ↔ E ∼ P+H2O; (1) E ∼ P+ADP → ATP+E (2)

This was shown filling vesicles derived from muscle reticulum with Ca2+ and
then diluting them in a media containing a Ca2+ chelating substance (EGTA), thus
forming a steep Ca2+ gradient across the vesicles membrane. In these conditions,
the Ca2+ retained by the vesicles was released to the medium at a slow rate. How-
ever, when the end products of ATP hydrolysis, i.e., ADP and Pi, were included
in the medium, the Ca2+ contained in the vesicles was rapidly released and cou-
pled with the Ca2+ efflux; ATP was synthesized from ADP and Pi. Shortly after,
Makinose [40] demonstrated that during reversal, the very same aspartyl residue
phosphorylated by ATP during Ca2+ accumulation was now phosphorylated by Pi
forming the same acyl phosphate residue at the catalytic site of the SERCA. Because
this intermediate has a high energy of hydrolysis in water, it was thought that the
energy derived from the gradient was absorbed by the enzyme to form the aspartyl
phosphate intermediate and then the E∼P intermediate would transfer its phosphate
spontaneously to ADP forming ATP without a further energy need. In 1972, we ob-
served that the SERCA could be phosphorylated by Pi in the absence of a Ca2+ gra-
dient, i.e., in the absence of an apparent source of energy [15, 32, 41, 42]. This was
achieved incubating leaky vesicles in a medium without Ca2+, i.e., the same medium
that the outer surface of the vesicles is exposed when a gradient is formed across the
vesicles membrane. This phosphoenzyme, however, was of “low energy” because it
could be formed spontaneously (Keq = 1; ΔG◦ = 0) and was not able to transfer its
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phosphate to ADP to form ATP. The “low energy” phosphoenzyme was converted
into “high energy” when the leaky vesicles were transferred from a medium without
Ca2+ to a medium containing a high Ca2+ concentration, similar to that found in
the vesicles lumen when a gradient was formed [43, 44, 45]. The phosphoenzyme
was now able to transfer its phosphate to ADP forming ATP in the absence of a
Ca2+ gradient. Thus, we could complete a single catalytic cycle of ATP synthesis
exposing the enzyme first to zero Ca2+ and then to a medium with high Ca2+ con-
centration. Subsequent kinetics experiments demonstrated that the transition from
“low” to “high energy” was associated with a conformational change of the protein
during which Ca2+ was translocated through the membrane [15, 16, 32, 46]. There-
fore, the same chemical specie had different energies of hydrolysis depending on the
conformational state of the protein and the sequence of intermediary steps during
catalysis would then be

(1)
E1 +ATP ↔ E1 ∼ P+ADP

(4) � �→ energy (2)
E2 +Pi ↔ E2 −P

(3)

where E1 and E2 are two distinct conformational forms of the enzyme and E1 ∼P
and E-P are phosphoenzyme of “high” and “low” energies respectively. During Ca2+

uptake the sequence would flow from reaction 1 to 4 and during reversal of the cat-
alytic cycle the direction of the intermediary reactions would be inversed and flow
from reaction 4 to 1 leading to ATP synthesis. Based on the concepts of solva-
tion energy described above, we raised the possibility that the transition from E∼P
of high energy into E-P of low energy would be associated with a change of wa-
ter activity at the catalytic site of SERCA. This possibility was substantiated with
the use of non-denaturizing organic solvent such as dimethyl sulfoxide. Transition
from high into low energy could be achieved by simply changing the water activ-
ity of the medium, and in the absence of a gradient the enzyme was able to com-
plete a catalytic cycle synthesizing ATP solely by changing the water activity of
the medium. The findings described above by us were confirmed in different labo-
ratories using different experimental approaches [15, 47, 48]. Toyoshima [49, 50]
was able to crystallize the two conformations of SERCA 1. In the E1 conformation
the catalytic site is open and exposed to the medium while in the E2 conforma-
tion the catalytic site is occluded and the interior of the site has very little access
to the surrounding solvent. The finding obtained with SERCA and the role of wa-
ter activity in the conversion of phosphate compound from high into low energy
was extended to other enzymes. The same year we observed the formation of the
low-energy SERCA phosphoenzyme; in Boyer laboratory [51] it was found that the
mitochondrial F1 ATPase was able to catalyze a rapid phosphate–oxygen exchange
in the absence of H+ gradient. These experiments indicated that ATP could be syn-
thesized at the catalytic site of the mitochondrial ATPase without the need of the
energy derived from the proton gradient. Later, kinetic evidences indicated that the
F1 ATPase undergoes three different conformational states. In one of them ATP is
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synthesized spontaneously (Keq ∼1). Energy from the gradient is then needed to
change the conformation of the enzyme and for the conversion of ATP from “low”
into “high” energy. The use of organic solvents indicated that as for the SERCA,
during the conformational changes there is a change of water activity at the cat-
alytic site of the mitochondrial F1ATPase which propitiates the conversion of ATP
from high into low energy [15, 45, 46, 47, 48, 49, 50, 51, 52]. Table 1 shows the
different enzymes where phosphate compounds are converted at the catalytic site
from high into low energy before cleavage.

According to these findings, the energy for work does not become available to
the enzyme at the moment of the phosphate compound cleavage and the sequence
of events now proposed for the process of energy transduction is as follows:

(1) The enzyme binds ATP or other phosphate compounds. For SERCA or Na++K+-
ATPase, the catalytic site is phosphorylated by ATP forming and acyl phosphate
residue of high energy;

(2) The enzyme performs work without the phosphate compound being hydrolyzed.
This is accompanied by a simultaneously decrease of water activity in the cat-
alytic site (hydrophilic-hydrophobic transition) and by a decrease of the phos-
phate compound energy level; and

(3) The phosphate compound is cleaved and the products of hydrolysis dissociate
from the enzyme in a process which does not involve energy change.

For the synthesis of ATP from ADP and Pi, the sequence of events would be
the same, but in the reverse order. In this sequence, most of the energy is used to
promote a significant conformational change of the enzyme (conformational energy)
which in turn promotes a change of water organization along the protein (salvation
energy). The transference of energy is carried out by water molecules (salvation
energy) which dissociate from a protein region (catalytic site) and binds to another
part of the enzyme where work is to be performed. The conformational change
is therefore needed to occlude and squeeze out water molecules from a part of the
protein and, simultaneously, to expose other parts of the protein allowing the binding
of water. After work performance and release of the products of the substrate used,
the enzyme returns to the initial conformation in order to start a new catalytic cycle.

6 Energy Transduction and Heat Production
in Transport ATPases

In reactions involving energy transduction, only a part of the chemical energy re-
leased during the hydrolysis of ATP is converted into work or other forms of energy
such as osmotic energy. The other part is converted into heat, and in endothermic
animals the heat released is used to maintain a constant and high body temperature.

Interest in heat production and thermogenesis has increased during the past
decade due to its implications in health and disease. Alterations of thermogene-
sis are noted in several disorders, such as control of body weight and endocrine
dysfunction. The thyroid hormone T3 (3,5,3’-tri-iodo-L-thyronine) is involved in
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the thermal regulation of vertebrates, and in hyperthyroidism there is a decrease
of body weight, and an increase of both the basal metabolism and the rate of heat
production [53, 54, 55, 56, 57, 58].

Until a few years ago, it was assumed that the amount of heat produced during the
hydrolysis of an ATP molecule was always the same and could not be modulated
by enzymes, as if the energy released during ATP hydrolysis were to be divided
in two non-interchangeable parts: one would be converted into heat and the other
used for work. Contrasting with this view, recently it was found that some enzymes
are able to handle the energy derived from ATP hydrolysis in such a way as to
determine how much is used for work and how much is dissipated as heat [59, 60,
61, 62, 63, 64, 65]. In this view, the total amount of energy released during ATP
hydrolysis is always the same, but the fraction of the total energy that is converted
into work or heat seems to be modulated by the enzyme. This was first shown for the
sarcoplasmic reticulum Ca2+-ATPase [59, 60, 61, 62] and later for hexokinase [65]
and plants pyrophosphatase [66].

For the Ca2+-ATPase it was found that the amount of heat released during
ATP hydrolysis varies depending on whether the acyl phosphate residue formed
by ATP is cleaved before or after its conversion from “high” into “low” energy
[59, 60, 61, 62, 63, 67, 68, 69, 70]. Ca2+ transport across the membrane takes
place during this conversion. If cleavage occurs when the acyl phosphate has a high
energy of hydrolysis (hydrophilic environment at the catalytic site) then all the en-
ergy derived from the cleavage is converted into heat and none is used for Ca2+

transport. Conversely, when the low-energy acyl phosphate is cleaved (hydropho-
bic environment at the catalytic site) most of the energy was already used for Ca2+

transport and little was left available to be converted into heat. Regulation of heat
production depends therefore on the ratio between high- and low-energy acyl phos-
phates residues cleaved during catalysis. There are several SERCA isoforms and the
amount of heat produced during ATP hydrolysis and Ca2+ transport varies depend-
ing on the isoform used. This variability was found to depend on the frequency of
the high-energy acyl phosphate residue cleavage. The thyroid hormone T3 regulates
the expression of the various SERCA isoforms. In hyperthyroidism, a condition
where the rate of heat production is increased, the SERCA isoforms that produce
more heat (SERCA 1) is over expressed. It was shown that the administration of T4

(a precursor of T3) to rabbits promotes an increase in the rates of both the uncoupled
ATPase activity and heat production in sarcoplasmic reticulum vesicles, in a fash-
ion dependable on the muscle type used [58]. This may suggest that Ca2+–ATPase
uncoupled activity may be one of the heat sources contributing to enhanced thermo-
genesis in hyperthyroidism, and that the theory proposed by Kjelstrup et al. [1, 2, 3],
describing the energy dissipation of uncoupled and coupled enzymes, may turn out
to be fruitful in a quantitative analysis of these events.
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A Novel Mechanism for Activator-Controlled
Initiation of DNA Replication that Resolves
the Auto-regulation Sequestration Paradox

K. Nilsson and M. Ehrenberg

Abstract For bacterial genes to be inherited to the next bacterial generation, the
gene containing DNA sequences must be duplicated before cell division so that each
daughter cell contains a complete set of genes. The duplication process is called
DNA replication and it starts at one defined site on the DNA molecule called the
origin of replication (oriC) [1]. In addition to chromosomal DNA, bacteria often
also contain plasmid DNA. Plasmids are extra-chromosomal DNA molecules carry-
ing genes that increase the fitness of their host in certain environments, with genes
encoding antibiotic resistance as a notorious example [2]. The chromosome is found
at a low per cell copy number and initiation of replication takes place synchronously
once every cell generation [3, 4], while many plasmids exist at a high copy number
and replication initiates asynchronously, throughout the cell generation [5]. In this
chapter we present a novel mechanism for the control of initiation of replication,
where one type of molecule may activate a round of replication by binding to the
origin of replication and also regulate its own synthesis accurately. This mechanism
of regulating the initiation of replication also offers a novel solution to the so-called
auto-regulation sequestration paradox, i.e. how a molecule sequestered by binding
to DNA may at the same time accurately regulate its own synthesis [6]. The novel
regulatory mechanism is inspired by the molecular set-up of the replication control
of the chromosome in the bacterium Escherichia coli and is here transferred into a
plasmid model. This allows us to illustrate principles of replication control in a sim-
ple way and to put the novel mechanism into the context of a previous analysis of
plasmids regulated by inhibitor-dilution copy number control [7]. We analyze fac-
tors important for a sensitive response of the replication initiation rate to changes in
plasmid concentration in an asynchronous model and discover a novel mechanism
for creating a high sensitivity. We further relate sensitivity to initiation synchrony
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in a synchronous model. Finally, we discuss the relevance of these findings for the
control of chromosomal replication in bacteria.

1 Introduction

1.1 Control of Chromosome Replication in E. coli

The regulation of chromosome replication in the bacterium E. coli is probably the
most extensively studied chromosomal replication control circuit, but it is still far
from understood. In E. coli, the time of finishing one round of chromosome replica-
tion is insensitive to changes in the cell growth rate. It takes approximately 40 min
to duplicate the chromosome and the bacterial cell divides approximately 20 min
after completion of one round of replication. The shortest generation time of E. coli
is 20 min and initiation of replication occurs synchronously only once in every cell
generation [4, 8]. For cells growing with a generation time smaller than 40 min-
utes, there are overlapping rounds of replication. Sometimes, synchronous initiation
of up to eight oriCs must be orchestrated by the control mechanism, to provide
one complete chromosome copy to each daughter cell at cell division. Replication
starts at the origin oriC, from where it proceeds bi-directionally [9]. Initiation takes
place when the activator protein DnaA binds to the origin. In addition to the origin,
the activator also binds to binding sites scattered along the chromosome [1]. The
datA locus binds the highest number of activator molecules, amounting to several
hundred. The locus is located quite close to oriC and is replicated approximately
8 min after initiation of replication [10]. The activator DnaA exists in two forms,
DnaA-ATP and DnaA-ADP [1]. During every round of replication there is a regu-
lated inactivation of DnaA-ATP, called RIDA, which converts chromosome-bound
DnaA-ATP into DnaA-ADP upon duplication of the DNA molecule [11]. After its
synthesis, the DnaA molecule first becomes ATP bound, and only DnaA-ATP can
initiate replication [1, 12]. Since, furthermore, only DnaA-ATP can form polymers
[13], it is likely that most DnaA molecules bound to the datA locus are in the ATP
form. Initiation of replication is believed to take place after that the datA locus has
been saturated by DnaA-ATP molecules. At this point, the concentration of free
DnaA-ATP increases sharply, which allows DnaA-ATP molecules to bind to oriC,
thereby triggering initiation of DNA replication. Following initiation, the oriCs be-
come temporarily sequestered, which prevents rapid re-initiation at newly replicated
oriCs [14]. The length of the sequestration period and the mechanism ending it are
not known. Replication converts DNA bound DnaA-ATP into DnaA-ADP and dou-
bles the number of datA loci. When the amount of de novo synthesized DnaA-ATP
is sufficient to saturate the datA loci a new round of replication takes place. Both
DnaA-ADP and DnaA-ATP can negatively regulate the DnaA synthesis rate by re-
pressing the expression of the dnaA gene [15]. Two central questions of chromo-
some replication control in E. coli have remained unanswered, i.e. whether (1) the
rate of synthesis of DnaA is regulated and (2) how such a putative regulation can
avoid the pitfall of the auto-regulation sequestration paradox [6].
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1.2 Control of Plasmid Replication

Plasmids have well-defined copy numbers in their bacterial host cell and encode
their own replication control mechanism. Plasmid replication can be categorized
into two main groups based on the molecular set-up: anti-sense control, where an
inhibitor, a small RNA molecule, negatively controls one or several of the steps
in initiation, and iteron control, where iterated DNA sequences located at or near
the origin of replication are essential for both initiation and its control [16]. The
basic logic of the feedback circuit of anti-sense controlled plasmids (e.g. plasmids
ColE1 [17] and R1 [18]) is straightforward. An inhibitor, encoded by the plasmid,
negatively regulates the replication initiation frequency per plasmid at rate-limiting
step(s) in initiation. The inhibitor is synthesized at a total rate proportional to the
plasmid concentration and is unstable, i.e. degraded with a short half-life [7]. In
this way, the inhibitor concentration follows the plasmid concentration in the cell.
For example, a two-fold increase in plasmid concentration results in a two-fold in-
crease in inhibitor concentration, which reduces the replication frequency per plas-
mid and vice versa. Initiation of replication is asynchronous in anti-sense controlled
plasmids, it takes place throughout the cell generation and the same plasmid origin
may fire more than once during a cell generation [5]. In the case of iteron plasmids
(e.g. plasmids P1 [19] and F [20]) the dynamics of the mechanisms of replication
control are poorly understood. Whether iteron plasmids initiate asynchronously or
synchronously is also not clear [5].

1.3 The Auto-regulation Sequestration Paradox

Binding sites outside the origin of replication and an auto-repressed expression of
the gene for an activator of replication, i.e. the activator represses its own synthe-
sis, are two features iteron plasmids share with the chromosomal replication control
in E. coli and many other bacteria [1, 20, 21]. This design of the control circuits
seems puzzling since the reduction in the free concentration of the activator by se-
questration of the binding sites outside the origin is expected to increase the activa-
tor synthesis rate by relieving the repression of activator synthesis. Thus, activator
sequestration counteracts auto-regulation of the activator synthesis rate, thereby ef-
fectively forbidding adequate regulation of initiation of replication. This has been
named the auto-regulation sequestration paradox [6]. The solution to the paradox
in the case of the iteron plasmids P1 and F seems to be that sequestered activators
pair with promoter-bound activators at the start site of activator gene expression by
“handcuffing” [22]. Thereby, it is the total, rather than the free, concentration of the
activator that auto-regulates expression of the activator gene, and this resolves the
auto-regulation sequestration paradox [20, 21].
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1.4 Sensitivity Amplification Factors

A critical property of any control mechanism is how sensitive its response is to
a variation in its signal. In the case of replication control, the relevant response
to a signal is how sensitively the replication rate per origin responds to changes
in the concentration of origins of replication. The most commonly used measure
of sensitivity is the amplification factor, defined as the percentage change in the
response over the percentage change in the signal [23]. When the response (r) is a
continuous function of the signal (s), the amplification factor is defined as

Ar,s =
dr
ds

· s
r
. (1)

For non-continuous functions, sensitivity amplification over a discrete interval or as
a numerical approximation the amplification factor instead becomes

Ar,s =
Δr
Δs

· s
r
. (2)

On the intracellular level there are often cascades of signals and responses. The
amplification factor for the final response (r) to a primary signal (s1) can then be
partitioned into partial sensitivities as

Ar,s1 = Ar,sM ·AsM ,sM−1 · ... ·Asi,si−1 · ... ·As2,s1 , i = 1,2, . . .,M. (3)

A negative-valued amplification factor means that the signal acts through a negative
feedback mechanism and a positive-valued amplification factor means that the sig-
nal acts through a positive feedback mechanism. Often the absolute value of the am-
plification factor is studied. Then, high sensitivity amplification reflects the ability
to transform a small percentage change in the signal to a large percentage change in
the response. Koshland et al. [24] have classified amplification factors in relation to
hyperbolic control (such as Michaelis–Menten kinetics). They compared the value
of an amplification factor to the value of an amplification factor of the standard
hyperbolic control curve, r = 1/(1+ s/K) (negative feedback with response r nor-
malized to zero at infinite signal s) or r = (s/K)/(1+ s/K) (positive feedback with
response r normalized to one at infinite signal s), at the same degree of saturation.
For |Ar,s| > 1− r the response to a signal was classified as ultra-sensitive and for
|Ar,s| < 1− r the response to a signal was classified as sub-sensitive.

1.5 Previous Models and Design of Replication Control Circuits

For all replication control circuits it must hold that the concentration of the origin
of replication is regulated by a negative feedback mechanism. An increase in origin
concentration above normal must, in other words, reduce the replication frequency
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per origin and vice versa. If the opposite were true and the origin concentration
was regulated by a positive feedback mechanism, an increase in origin concentra-
tion above normal would lead to a higher and higher replication initiation frequency
(runaway replication [7]) and vice versa. In an asynchronous model a negative feed-
back between origin concentration and replication initiation frequency per origin
corresponds to a negative sensitivity amplification factor when calculating the re-
sponse of the replication frequency per origin to changes in origin concentration at
steady state. In a synchronous model all origins initiate replication approximately
simultaneously and the origin concentration oscillates approximately two-fold dur-
ing each round of initiation. Here, steady state is replaced by a steady oscillation of
the origin concentration. In a synchronous model a negative feedback mechanism
implies that if the origin concentration at a certain point in the oscillation cycle is
larger than its concentration at the corresponding point in the steady state cycle, then
the inter-replication time will increase and vice versa.

Several models for the replication control of chromosomal replication have been
proposed over the years and have been referred to as “negative” and “positive” con-
trol mechanisms [25, 26, 27]. In this context the classification into negative and
positive control may refer to whether the origin of replication is regulated by an
inhibitor or an activator, i.e. whether an inhibitor has to be removed from the ori-
gin or if an activator has to bind to the origin, respectively, to activate initiation of
replication [27]. However, although some of the models include both possibilities
[26], they are still referred to as negative control in the literature. Some models seem
to include both negative and positive feedback mechanisms [28], which has created
some confusion [29]. As highlighted above, the replication initiation frequency must
respond negatively to changes in origin concentration, but the control circuit may
contain both positive and negative feedback mechanisms. For instance, an activator
may activate initiation of replication by binding to the origin while the synthesis
of the activator is negatively regulated by an inhibitor. In an asynchronous model,
sensitivity amplification can then be factorized into partial sensitivities, with an odd
number of negative-valued sensitivities.

Those early models of chromosome replication control that remain relevant today
were formulated in the 1960s. In 1963, Jacob, Brenner and Cuzin proposed positive
control in their “replicon” model [25], where an activator binds to the origin of repli-
cation and triggers replication of the chromosome (the “replicon”). Pritchard et al.
[26] proposed a negative control mechanism, now known as inhibitor-dilution con-
trol, in response to the replicon model. They describe how a stable inhibitor with
its concentration proportional to the origin concentration can regulate initiation of
chromosome replication through a negative feedback mechanism. The model in-
cludes (i) a constitutively produced activator triggering replication initiation, (ii)
stable inhibitor molecules produced in a fixed number at the time of initiation from
a gene located adjacent to the origin or as part of the origin itself and (iii) a two-fold
change of the inhibitor concentration to trigger, through a co-operative interaction
between the inhibitor and either the origin or the activator, a switch between full and
no repression of the origin. In this way, a self-regulated system is created with an in-
hibitor concentration proportional to the origin concentration that turns off the rate
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of initiation of replication following initiation by a doubling of the inhibitor con-
centration. When the volume has doubled by cell growth, so that the inhibitor con-
centration is halved by dilution, the inhibitor concentration reaches a threshold level
that allows replication initiation to be switched on again. Six years after the model
by Pritchard et al. [26], inhibitor-dilution control was presented by Fantes et al. [30]
in an alternative form with an unstable inhibitor constitutively expressed propor-
tionally to the gene dosage. Later models have attempted to describe the replication
control of the E. coli chromosome in more detail. In the initiator-titration model,
Hansen et al. [28] suggested that (i) binding sites located outside the origin bind the
activator with higher affinity than sites at the origin, so that initiation of replication
takes place following saturation of all binding sites outside the origin and (ii) that
a newly fired origin becomes temporarily refractory to initiation. Both suggestions
have turned out to be true [10, 14]. Donachie and Blakely [31] questioned the idea
that initiation of replication is triggered above a critical concentration of the acti-
vator. Instead they proposed that initiation of replication starts at a certain ratio be-
tween active and inactive activators (DnaA-ATP/DnaA-ADP), but they neither spec-
ified how the ratio is recognized nor the triggering of initiation of replication. The
ratio does vary in a cyclic manner and reaches its highest value at the time of initia-
tion of replication [32], supposedly as a consequence of RIDA, the regulated conver-
sion of DNA-bound DnaA-ATP into DnaA-ADP by replication of the chromosome,
and of de novo synthesis of the activator DnaA leading to its DnaA-ATP form.

There is a fundamental difference between gene expression from chromosomes
and plasmids, which we suggest has greatly influenced the different designs of
chromosomal and plasmid replication control circuits. The concentration of the
molecules responsible for gene expression and protein synthesis, the RNA poly-
merase and the ribosome, respectively, remain approximately constant during the
cell cycle. Thus, “during replication of the chromosome, the total rate of gene ex-
pression does not change” since it is limited by the total rate of protein synthesis, ul-
timately limited by ribosome concentration and ribosome efficiency [27]. Thus, the
rate of activator synthesis is approximately constant and independent of the chro-
mosome concentration in the cell at a given growth rate. Plasmids, in contrast, are
much smaller DNA molecules than the chromosome and one round of replication
is therefore completed much faster than one round of chromosome replication. In
this case, “doubling the number of the activator genes on plasmids approximately
doubles the total rate of activator gene expression and activator synthesis” [27].

With a constant activator synthesis rate, independent of the origin concentration
of the chromosome a control circuit of replication, initiation may solely consist
of a constitutive, unregulated synthesis of an activator that initiates replication by
binding to the origin [27]. When the origin concentration rises above normal, the
inter-initiation time increases since the concentration of origins to bind and saturate
to trigger initiation increases while the rate of activator synthesis stays unchanged
and vice versa. However, a constitutive and unregulated synthesis of an unstable
inhibitor fails to produce the inhibitor in proportion to the origin concentration.
Therefore, a control circuit of replication initiation solely consisting of a constitu-
tively produced inhibitor should not confer replication control [27]. With a synthesis
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rate proportional to the origin concentration, the opposite is true. So, in the case of
plasmids, constitutive expression of an inhibitor, but not of an activator, is expected
to generate adequate replication control.

Furthermore, when there is a single copy of the chromosome or an iteron plasmid,
there may be large stochastic fluctuations in inhibitor copy numbers. For plasmids
with a higher copy number, expression is averaged over more gene copies [33] and
constitutive expression of an unstable inhibitor that creates proportionality between
the inhibitor and the origin concentration, as suggested by Fantes et al. [30], is com-
monly used among anti-sense plasmids (see Sect. 1.6).

1.6 Analysis of the Copy Number Control of Plasmid ColE1

Efficient replication control confers small variations in copy number, which mini-
mize plasmid losses at cell division, i.e. the events when a bacterial cell is born with-
out a plasmid copy, and thereby maximize the genetic inheritance of the plasmid.
The copy number control mechanism of the anti-sense regulated plasmid ColE1 has
been thoroughly analyzed in a deterministic model by Paulsson et al. [34], reviewed
in Paulsson and Ehrenberg [7]. The system can be described by the two differential
equations

dy
dt

= kImax · rI (s) · y−μ · y, (4)

ds
dt

= ks · y− (kd + μ) · s, (5)

where y is the plasmid concentration and s is the inhibitor (or signal) concentra-
tion. The inhibitor regulates the replication initiation rate per plasmid, kImax · rI .
The replication initiation rate per plasmid is the maximal rate constant of replica-
tion initiation, kImax times the degree of activation or the probability that a trial of
initiating replication succeeds, rI , which is a function of the inhibitor concentra-
tion, s. The inhibitor molecules are constitutively synthesized by rate constant ks

and actively degraded by rate constant kd . The plasmid and inhibitor concentration
are diluted by cell growth with rate constant μ . The system (4–5) has one non-zero
steady state, when dy/dt = ds/dt = 0 and the synthesis rate equals the rate of di-
lution and degradation. Two different scenarios were investigated, i.e. hyperbolic
control

rI =
1

1+ s
KI

(6)

and exponential control
rI = e−s/KI , (7)

where KI is the apparent dissociation constant of the inhibitor. Hyperbolic con-
trol is implemented when the inhibitor controls one rate-limiting step at initiation
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while exponential control is implemented when the inhibitor controls multiple rate-
limiting steps [7, 34]. The quality of replication control depends on the response in
the replication initiation frequency per plasmid, kImax · rI , to changes in the plasmid
concentration y. Three parameters have been identified as important for efficient
control: (i) the mechanism of inhibition, rI , (ii) the maximal rate constant of repli-
cation initiation, kImax and (iii) the proportionality between inhibitor (s) and plasmid
(y) concentration out of steady state. The mechanism of inhibition determines how
the probability of initiating replication changes as a function of the inhibitor con-
centration. To compare the two inhibition mechanisms, it is instructive to calculate
how sensitively the replication initiation frequency changes in response to a change
in inhibitor concentration. Since the inhibitor concentration is proportional to the
plasmid concentration at steady state in this system (5), the sensitivity amplifica-
tion factor for the percentage change in rI over the percentage change in plasmid
concentration, y, is the same as the sensitivity amplification factor for the percent-
age change in rI over the percentage change in inhibitor, s, at steady state (ArI ,y =
ArI ,s), where the bar indicates steady state. The amplification factor ArI ,y at steady
state is

ArI ,y = −(1− rI) (8)

for hyperbolic control and

ArI ,y = lnrI (9)

for exponential control [7]. That is, in the exponential case, the replication initia-
tion rate per plasmid responds ultra-sensitively to the changes in the plasmid con-
centration for small values of rI and the absolute value of the amplification factor∣∣ArI ,y

∣∣ monotonically increases with a decreasing value of rI without approaching
an upper limit. This behaviour is distinct from the hyperbolic response, where

∣∣ArI ,y
∣∣

approaches the maximal value of 1 when rI approaches zero. Multi-step control is
a well-known way to create ultra-sensitive responses [24]. In addition to the mech-
anism of inhibition, the rate constant of maximal replication initiation, kImax, is an
important parameter for efficient replication control. Since rI = μ/kImax holds at
steady state (4), it is kImax in relation to μ , the cell growth rate, that determines the
degree of activation, rI , at steady state [7]. A large value of kImax corresponds to
a small value of rI , which gives a high value of

∣∣ArI ,y
∣∣ (within the limit set by the

mechanism of inhibition, (8–9)). The amplification factor
∣∣ArI ,y

∣∣ governs the rate
by which the plasmid concentration adjusts back to steady state following a devi-
ation in plasmid concentration. For small deviations the adjustment rate constant
becomes kadj = −μ ·

∣∣ArI,y

∣∣ [34], which is always true if a change in plasmid con-
centration is described by (4) (see Sect. 2.2). In a stochastic model a high value
of kadj corresponds to a low probability that the plasmid copy number is below
the steady state number and thereby the probability that the plasmid is lost (that a
plasmid-free daughter cell is formed) at cell division is low [35]. The third identi-
fied parameter important for efficient replication control is proportionality between
the plasmid and the inhibitor concentration outside steady state. This is implicitly
assumed in the calculation of the amplification factor

∣∣ArI ,y
∣∣ since it is calculated
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at steady state, where the inhibitor concentration is always proportional to the plas-
mid concentration (5). Thus, to transfer a high-absolute value of the amplification
factor into a high adjustment rate for correcting deviations in plasmid concentration
from steady state, it is required that the inhibitor is degraded by a high rate so that
the inhibitor concentration closely follows changes in plasmid concentration. The
larger the value of

∣∣ArI ,y
∣∣ the larger must be the first-order rate constant of inhibitor

degradation [7, 34].

1.7 A Novel Mechanism of Replication Control
with Interesting Properties

The molecular set-up of the novel mechanism of replication control contains an
activator molecule triggering initiation of replication by binding to the origin of
replication. In addition, there is a binding locus outside the origin to which activator

BS

origin

gene x
Ka

KI

KD

kImax 
.rI

plasmid molecule

ks 
.
 rs kc

gene x
kd

(A)

(B)

Fig. 1 (A) The region around the origin of a hypothetical plasmid regulated by the novel control
mechanism. The whole plasmid molecule is shown in the upper right corner, with the blown up
region indicated. Activator molecules in the active form (“activators”) (filled dark grey ellipses)
bind to the origin with dissociation constant KI , and trigger the initiation of replication (indicated
by a plus sign) by rate kImax · rI . Replication proceeds bi-directionally as shown by the two arrows
beneath the origin. In addition to the origin, the active activators bind to a binding site (BS) with
dissociation constant KD. Since KD << KI holds, the activator saturates BS before binding to the
origin. Activator molecules in the active form are converted into inactive activators (“inhibitors”)
(filled light grey ellipses). The inactive form of the activator represses gene expression of the ac-
tivator gene (gene x) by blocking the start site of gene expression (indicated by a minus sign) and
thereby inhibits the de novo synthesis of activator molecules in the active form. The dissociation
constant of inactive activators binding to gene x is denoted as Ka. (B) The flow of activator syn-
thesis, conversion and degradation. Activators in the active form are synthesized by rate ks · rs,
where rs is a function of the concentration of inactive activators. Active activators are converted
into activators in the inactive form with rate kc and inactive activators are degraded by rate kd
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molecules bind with higher affinity than to the origin. The activator is present in two
forms, an active and an inactive form. It is only activators in the active form that can
bind to the binding site or to the origin and trigger replication (Fig. 1a). The activator
is synthesized in the active form and is converted into the inactive form in a first-
order reaction. Inactive activators are unstable and are rapidly degraded. The rate of
synthesis of activators is negatively regulated by their inactive form (Fig. 1b). The
principle for the replication control is straightforward. The large and constant turn-
over rate per molecule of the activators from their active to their inactive form results
in a concentration of the inactive form that is proportional to the total concentration
of the active form. Thereby, the rate of synthesis of activators can be regulated so
that the total concentration of the active form remains constant at varying plasmid
concentration. Since the activators bind to the sequestration site outside the origin of
replication with higher affinity than to the origin, replication is triggered following
saturation of the sequestration locus of all plasmids in the cell. Replication events
increase the number of sequestration sites, and the cycle of saturating the binding
loci starts anew. The novel mechanism of replication control, where the activator
is converted from an active to an inactive form, offers a new solution to the auto-
regulation sequestration paradox. The key is the rapid conversion of the active to the
inactive form of the activator molecule, which allows for control of the total, rather
than the free, concentration of the activator.

2 Analysis

2.1 Asynchronous Plasmid Model

Inspiration to the new plasmid copy number control mechanism comes from the
molecular set-up of the regulation of chromosome replication in the bacterium
E. coli, where all origins initiate replication synchronously. However, the previous
thorough analysis of a replication control mechanism concerns the asynchronously
initiating plasmid ColE1 [7, 34]. Since it is not apparent how to relate this analysis
to initiation synchrony, we first apply the new regulatory mechanism to plasmids
in an asynchronous model to calculate and analyze the central sensitivity parame-
ter ArI ,y. We thereafter modify the asynchronous plasmid model into a synchronous
plasmid model to study the effects of varying the sensitivity parameter also in the
synchronous case. This type of analysis has, to our knowledge, not been carried out
before. In general, plasmids have much shorter DNA sequences than chromosomes.
In the asynchronous case, therefore, we neglect the time to duplicate a plasmid af-
ter initiation of replication, meaning that the concentration of complete plasmids
is approximated by the concentration of origins of replication. To mechanistically
account for initiation synchrony of all plasmids in a cell, we will in that context
include a time-delay between initiation and completion of replication.
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In the asynchronous model, the plasmid concentration (y) is controlled by the
free concentration of the active activator (x f ). The active form of the activator (from
now on referred to as the “activator”) with total concentration (xt) is converted to the
inactive form with concentration (xd) (from now on referred to as the “inhibitor”).
The inhibitor negatively regulates the synthesis rate of the activator.

dy
dt

= kImax · rI · y−μ · y = kImax ·

(
x f

KI

)nI

1+
(

x f

KI

)nI
· y−μ · y, (10)

dxt

dt
= ks · rs · y− (kc + μ) · xt = ks ·

1

1+
(

xd

Ka

)na · y− (kc + μ) · xt , (11)

dxd

dt
= kc · xt − (kd + μ) · xd (12)

The replication initiation rate per plasmid in (10) is factorized into the maximal rate,
kImax, and the degree of activation, rI . The parameter nI is a co-operativity factor and
KI is the dissociation constant of activator binding to the origin of replication. The
activator synthesis rate in (11) is factorized into the maximal rate ks and the degree
of activation of activator gene expression, rs. The parameter na is a co-operativity
factor and Ka is the dissociation constant for inhibitor binding. The activator is con-
verted into the inhibitor by the first-order rate constant kc and the inhibitor is actively
degraded by the rate constant kd . All concentrations in (11–12) are diluted by the
cell growth rate μ .

Besides to the origin, the activator also binds to an activator sequestering binding
locus (BS) on the plasmid with a dissociation constant KD, which is much smaller
than KI , meaning that BS must be filled with activator molecules to allow for the
increase in free activator concentration that triggers initiation of replication. The
concentration of activators bound to the origin of replication is neglected, so that the
total (xt), free (x f ) and BS bound (c) activator concentrations are related through

xt = x f + c. (13)

The number of activators that can bind to each BS locus is denoted by N and the
maximal concentration of bound activators is N · y. Furthermore, we assume for
simplicity that the free and bound activator concentrations are quickly equilibrated:

x f · (N · y− c) = KD · c ⇔ x f ·
(
N · y−

(
xt − x f

))
= KD ·

(
xt − x f

)
, (14)

xt − x f =
N · y · x f

KD + x f
. (15)

Rearrangement in (15) gives
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Table 1 Definitions and values of used parameters.

Definition of model parameter Value

kImax = constant of maximal initiation rate of replication 0.1 s−1

KI = dissociation constant of the activator binding to the origin 8 ·10−7 M
nI = co-operativity factor for the activator binding to the origin 4
μ = rate constant for the cell growth rate 1.9 ·10−4 s−1

ks = rate constant of maximal synthesis rate of the activator 106 M
kc = rate constant of conversion of (active) activator into inhibitor (in-
active activator)

9.8 s−1

Ka = dissociation constant of the inhibitor binding 2 ·10−6 M
na = co-operativity factor for inhibitor binding 4
kd = degradation constant of inhibitors 10 s−1

N = number of activators that can bind to the binding site (BS) outside
the origin

500

KD = dissociation constant for activator binding to the BS 3.8 ·10−9 M
Mtot = number of plasmid states in the synchronous model 100
kR = rate constant of plasmid state change in the synchronous model 1/(15 ·60/Mtot)

The given values of kImax, KI , nI , ks, kc,kd , N and KD in Table 1 correspond to |ArI ,y| = 71.1. Inter-
vals of co-varying constants for different values of |ArI ,y| are given in the figure legends. The value
of ks, kcand kdwere adjusted to keep the steady state concentration of the plasmid unchanged and
to always keep the inhibitor concentration proportional to the activator and plasmid concentration
outside steady state.

xt = x f ·
(

1+
N · y

KD + x f

)
. (16)

The parameters of the model (Table 1) were chosen so that proportionality between
plasmid, activator and inhibitor concentrations was preserved.

2.2 Calculation of the Plasmid Adjustment Rate

By linearization of (10), the differential equation for the plasmid concentration, and
by noticing that dy/dt = dΔy/dt, the rate of adjustment of the plasmid concentration
back to steady state following a small deviation, Δy, can be studied. The linearized
differential equation for a small deviation in plasmid concentration is

dΔy
dt

=
(
kI · rI

(
x f +Δx f

)
−μ

)
· (y+Δy) . (17)

For small Δx f , rI can be approximated by a first-order Taylor expansion giving

rI
(
x f +Δx f

)
≈ rI

(
x f
)
+

drI
(
x f
)

dx f
·Δx f = rI +

drI

dx f
·Δx f . (18)

Inserting (18) into (17) generates
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dΔy
dt

=
(

kI ·
(

rI +
drI

dx f
·Δx f

)
−μ

)
· (y+Δy) . (19)

From the definition of the sensitivity amplification factor follows that

dΔy
dt

=
(

kI ·
(

rI +ArI ,x f ·
rI

x f
·Δx f

)
−μ

)
· (y+Δy) (20)

and
dΔy
dt

=
(

kI · rI + kI ·ArI ,x f ·
rI

x f
·Ax f ,y ·

x f

y
·Δy−μ

)
· (y+Δy) . (21)

Since at steady state kI · rI = μ (10) and by studying only small deviations from

steady state so that Δx f · (y+Δy) ≈ Δx f · y give

dΔy
dt

= μ ·ArI ,x f ·Ax f ,y ·Δy = μ ·ArI ,y ·Δy = −μ ·
∣∣ArI ,y

∣∣ ·Δy (22)

and

Δy(t) = Δy(0) · e−μ·|ArI ,y|·t . (23)

Thus, the amplification factor
∣∣ArI ,y

∣∣ governs the rate by which the plasmid concen-

tration adjusts back to steady state following a deviation in plasmid concentration
and is therefore central for the quality of replication control. This has been recog-
nized previously [7, 34] but not explicitly expressed in terms of

∣∣ArI ,y
∣∣.

2.3 Calculation of Sensitivity Amplification Factor

To study how sensitively the replication rate per plasmid responds to changes in the
plasmid concentration, we calculated the sensitivity amplification factor at steady
state as

ArI ,y =
(

drI

dy

)
y=ȳ

· y
rI

. (24)

Ar̄I ,ȳ can be obtained from the factorization

ArI ,y = ArI ,x f ·Ax f ,y =
(

drI

dx f

)
x f =x̄ f

· x f

rI
·
(

dx f

dy

)
y=ȳ

· y
x f

. (25)

The first factor, ArI ,x f , describing how sensitively the degree of activation of per
plasmid origin responds to changes in the free concentration of the activator, is
directly calculated as

ArI ,x f = nI · (1− rI) . (26)



202 K. Nilsson and M. Ehrenberg

To find the second factor, Ax f ,y, describing how sensitively the free activator concen-
tration responds to changes in the plasmid concentration, we studied the differential
of (14), i.e.

dx f ·
(
N · y−

(
xt − x f

))
+ x f ·

(
N ·dy−

(
dxt −dx f

))
= KD ·

(
dxt −dx f

)
. (27)

Rewriting and rearranging the terms give

dy
y
·
(
N · y · x f

)
− dxt

xt
· xt ·

(
x f +KD

)
= −dx f

x f
· x f ·

(
N · y+KD + x f −

(
xt − x f

))
.

(28)
A second relation between dxt and dy can be found by studying the steady state
differential of (11), i.e.

ks ·drs · y+ ks · rs ·dy = (kc + μ) ·dxt ⇔

ks ·
drs

dxt
·dxt · y+ ks · rs ·

dy
y
· y = (kc + μ) · dxt

xt
· xt . (29)

By the steady state relation xd = kc · xt/(kd + μ) from (12), the degree of activation
of activator gene expression rs can be described as a function of the total activator
concentration xt . By noticing that

Ars,xt =
drs

dxt
· xt

rs
= −na · (1− rs) ⇔

drs

dxt
= −na · (1− rs) ·

rs

xt
(30)

equation (29) can be rewritten as

ks · rs · y
(kc + μ) · xt

·
(

dy
y
− dxt

xt
·na · (1− rs)

)
=

dxt

xt
. (31)

From (11) it follows that (ks · rs · y)/((kc + μ) · xt) = 1 at steady state and (31) can
be rewritten as

dxt

xt
=

dy
y
· 1

1+na · (1− rs)
. (32)

Inserting (32) and (15) into (28) gives

dy
y
·
((

N · y · x f
)
− 1

1+na · (1− rs)
· x f ·

(
1+

N · y
KD + x f

)
·
(
x f +KD

))

= −dx f

x f
· x f ·

(
N · y+KD + x f −

N · y · x f

KD + x f

)
. (33)

Simplifications and rearrangements of factors finally give

Ax f ,y =
dx f

dy
· y

x f
= −

(
1− 1

1+na · (1− rs)
·
(

1+
KD + x f

N · y

))
· 1(

KD+x f
N·y + KD

KD+x f

) .

(34)
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The complete expression of the sensitivity amplification factor becomes

ArI ,y =−nI · (1− rI) ·
(

1− 1
1+na · (1− rs)

·
(

1+
KD + x f

N · y

))
· 1(

KD+x f
N·y + KD

KD+x f

) .

(35)

2.4 Analysis of the Sensitivity Amplification Factor

The numerical value of the sensitivity amplification
∣∣ArI ,y

∣∣ has three distinct factors,
i.e.

f1 = nI · (1− rI) , (36)

f2 =
1(

KD+x f
N·y + KD

KD+x f

) , (37)

and

f3 =
(

1− 1
1+na · (1− rs)

·
(

1+
KD + x f

N · y

))
. (38)

The value of the amplification factor at steady state mainly varies by f1 and f2,
while f3 approximately equals na/(na+1) for small values of rs and for small values
of
(
KD + x f

)
/(N · y) = x f /c (15). Note that the value of factor f3 ( f3 < 1) is a

consequence of an imperfect regulation of the synthesis rate of the activator. When
instead the total concentration of the activator is a true constant, the value of factor
f3 becomes 1. This is seen by studying the differential of (14) when xt is a constant.
A constant total concentration of the activator corresponds to an infinitely sensitive
regulation of activator synthesis and an infinitely high value of the co-operativity
factor na ( f3

na→∞
→ 1, (38)). Then, only f1 and f2 govern the value of

∣∣ArI ,y
∣∣.

The value of factor f1increases with increasing value of the co-operativity factor
nI of activator binding to the origin and a decreasing value of rI , the degree of
activation per origin at steady state. The value of rI at steady state is a function
of kImax, the maximal rate of initiation of replication. A high co-operativity factor
is a well-known way of increasing the absolute value of a sensitivity amplification
factor (Koshland et al. 1982) and a low rI (a high kImax) maximizes the value of∣∣ArI ,y

∣∣ within the limit set by the regulatory mechanism as previously shown by
Paulsson and Ehrenberg [7]. Figure 2a shows that

∣∣ArI ,y
∣∣ increases approximately

by the same factor as nI increases. To be able to accurately compare one value
of
∣∣ArI ,y

∣∣ to another the plasmid concentration (y) must stay unaltered. Therefore,
when f1was changed by changing nI in the model, kImax was co-varied to keep the
replication rate per plasmid and thereby the plasmid concentration at steady state
remained unchanged.

Factor f2 represents a novel factor of sensitivity amplification, originating from
this type of replication control circuit with one dominating binding site that titrates
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Fig. 2 (A) The absolute value of the sensitivity amplification factor
∣∣ArI ,y

∣∣ as a function of the
co-operativity factor nI for activator binding to the origin in the asynchronous model. The rate
constant of maximal initiation of replication kImax was co-varied between 1.1×10−3 and 51.7 s−1

for nI = 1–8. (B) The width, τhmw, of the replication rate, kImax · rI · yr, at half its maximal value
at initiation as a function of nI in the synchronous model. kImax co-varied between 2.1· 10−2 and
51.7 s−1. For low values of nI (nI = 1 and 2) the model is either asynchronous or not completely
synchronous and no well-defined τhmw exists

activator molecules with a higher binding affinity than activator binding to the ori-
gin. Factor f2 attains the maximal value

f2 =
√

N · y
2 ·

√
KD

(39)

for the variable KD + x f when it holds that

KD + x f =
√

KD ·N · y. (40)

When (40) holds and when KD → 0, the ratio between the maximal concentration
of activators that can bind to BS and the free activator concentration at steady state,
N ·y/x f , and the ratio between the free activator concentration at steady state and the
dissociation constant for activator binding to BS, x f /KD, becomes the

√
N · y/

√
KD

ratio appearing in the expression of the maximal value of f2 (39)

N · y
x f

≈ x f

KD
≈

√
N · y√
KD

. (41)

The free activator concentration at steady state, x f , is determined by the dissocia-
tion constant of activator binding to the origin KI . A high value of f2 and of

∣∣ArI ,y
∣∣

therefore correspond to high N/KI and KI /KD ratios. We studied the value of
∣∣ArI ,y

∣∣
by co-varying x f and KD, or x f and N, or N and KD (40) so that the value of factor
f2 was maximal (39). The values of ks, kc and kd were changed to keep the total
activator concentration and the plasmid concentration unchanged at steady state
(14). Figure 3a shows how

∣∣ArI ,y
∣∣ increases approximately by the same factor as
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Fig. 3 (A) The absolute value of the sensitivity amplification factor
∣∣ArI ,y

∣∣ as a function of the
free concentration of the activator x f at steady state in the asynchronous model. The dissociation
constant for binding to the binding site outside the origin KD was co-varied between 3.9 · 10−7

and 2.2 ·10−13 M for x f ranging between 1.3 ·10−6 and 1.3 ·10−9 M. (B) The width, τhmw, of the
replication rate, kImax · rI · yr , at half its maximal value at initiation in the synchronous model as a
function of x f at steady state in the asynchronous model. x f is varied by changing KI , the disso-
ciation constant of activator binding to the origin. KD co-varied between 1.6 · 10−8 and 2.2· 10−3

M. For high values of x f (x f > ≈ 4 ·10−7 M) the model is either asynchronous or not completely
synchronous and no well-defined τhmw exists. The broken line marks the lower limit of τhmw

x f decreases when KD is co-varied. In Fig. 4a, N is co-varied with x f and
∣∣ArI ,y

∣∣ in-
creases by the square root of the factor N (39). Plotting

∣∣ArI ,y
∣∣ as a function of N

when KD is co-varied generates the mirror image of Fig. 3a (not shown).

2.5 Synchronous Plasmid Model

Initiation synchrony can be created by introducing a time-delay between replication
of the origin and the replication of BS, along with different plasmid states, where
only one state is capable of initiating replication. In the synchronous model a plas-
mid can be present in 100 different states (i = 1, 2, 3, . . . , 99, r) with concentrations
(y1, y2, . . . , y99, yr), which for instance could represent different positions of the
replication fork during replication:

dy1

dt
= 2 · kImax · rI · yr − (kR + μ) · y1, (42)

dyi

dt
= kR · yi−1 − (kR + μ) · yi, i = 2, . . .,99 (43)

dyr

dt
= kR · y99 − (kImax · rI + μ) · yr. (44)

Plasmids in states 1, 2, . . . , 99 are refractory to initiation of replication, which can
occur only for plasmids in state r. Initiation of replication from the latter state occurs
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Fig. 4 (A) The absolute value of the sensitivity amplification factor
∣∣ArI ,y

∣∣ as a function of the
number of activators N that can bind to the binding site outside the origin in the asynchronous
model. The free concentration of the activator x f at steady state varied between 1.2 · 10−8 and
1.1 ·10−5 M for N between 4 and 2.048 ·106. (B) The width, τhmw, of the replication rate, kImax ·
rI · yr , at half its maximal value at initiation in the synchronous model as a function of N. KD

co-varied between 8.2 · 10−8 and 1.1 · 10−5 M. For low values of N (N <125) the model is either
asynchronous or not completely synchronous and no well-defined τhmw exists. The broken line
marks the lower limit of τhmw

with the compounded rate constant kImax · rI , as in (10). After initiation, two plas-
mids in state 1 are created. They leave state 1 and move through all successive states
by the replication rate constant kR until they reach state r, from where a new repli-
cation cycle starts. All concentrations are reduced by volume increase, determined
by the growth rate μ as in (10–12). The replication of locus BS for activator bind-
ing is placed in plasmid state 50 and, hence, the increase in its concentration [BS]
after initiation of replication will be delayed by a well-defined time defined by the
movement of a truncated Poisson process from state 1 to state 50:

d [BS]
dt

= 1/2 · kR · y50 −μ · [BS] . (45)

Besides replacing the plasmid concentration, y, by the sum of the concentration of
plasmids in all the different states in (11), and replacing y by [BS] in (14), all other
equations are the same and all rate constants are the same as in the asynchronous
model. As before, the model parameters were chosen to assure approximate propor-
tionality between the plasmid, activator and inhibitor concentrations (Table 1).

2.6 High Sensitivity Amplification is Required
for Initiation Synchrony

When the absolute value of the sensitivity amplification factor
∣∣ArI ,y

∣∣ increases, as
defined in the asynchronous model, the model defined by (42–44) switches from
asynchronous to synchronous initiation of replication with a visible cycle time
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Fig. 5 Variations in the total (the sum of all plasmid states, grey line) and initiation proficient
(yr, black line) concentrations of plasmids during one cell generation (one cycle) in the synchronous
model. The corresponding sensitivity amplification factor

∣∣ArI ,y
∣∣ at steady state in the asynchronous

model for the same set of parameter values is in (A)
∣∣ArI ,y

∣∣ = 6.7, in (B)
∣∣ArI ,y

∣∣ = 16.1, in (C)∣∣ArI ,y
∣∣ = 34.5 and in (D)

∣∣ArI ,y
∣∣ = 2286.8. The values of

∣∣ArI ,y
∣∣ were calculated by co-varying

x f (KI) and KD

(Fig. 5a–c). Further increase of
∣∣ArI ,y

∣∣ results in a more sharply defined replica-
tion time (compare Fig. 5c with 5d and Fig. 6, top figures). To quantify this latter
effect, we studied the width, τhmw, of the replication rate, kImax · rI ·yr, (Fig. 6 (mid-
dle figures)) at half its maximal value, as a function of

∣∣ArI ,y
∣∣ (Fig. 2–4). Comparing

(a) and (b) in Fig. 2–4 reveals that an increasing
∣∣ArI ,y

∣∣ corresponds to a decreasing
τhmw. The width, τhmw, at initiation is determined by how quickly the replication
rate increases and decreases at initiation. How quickly the replication rate increases
at initiation is governed by the rate rI , the degree of activation per origin, increases.
How quickly the replication rate decreases is a function of kImax, the maximal rate
of initiation, since μ , the rate of plasmid dilution, is much slower. By increasing
the value of nI , the factor of co-operativity for activator binding to the origin rI is
turned on within a narrower interval of x f , the free activator concentration, and rI

starts acting like a switch that is momentarily turned on at a certain x f . Thus, when
nI and kImax simultaneously increase (increasing

∣∣ArI ,y
∣∣ by increasing factor f1 (36)



208 K. Nilsson and M. Ehrenberg

0 10 20 30 40 50 60
0

0.5

1

1.5

2

2.5

3
× 10–8

pl
as

m
id

 c
on

ce
nt

ra
tio

n 
(M

)

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

no
rm

al
iz

ed
 k

Im
ax

rI
yr

0 10 20 30 40 50 60
10–12

10–10

10–8

10–6

x f (
M

)

time (min)

A

0 10 20 30 40 50 60
0

0.5

1

1.5

2

2.5

3 × 10–8

0 10 20 30 40 50 60

time (min)

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

10–12

10–10

10–8

10–6

B

0 10 20 30 40 50 60
0

0.5

1

1.5

2

2.5

3
× 10–8

0 10 20 30 40 50 60
time (min)

10–12

10–10

10–8

10–6

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

6 6.2 6.4 6.6 6.8 7
0

0.2

0.4

0.6

0.8

1

no
rm

. k
Im

ax
r Iy

r

time (min)

C

Fig. 6 The plasmid concentration (top), normalized replication initiation rate (kImax·rI·yr) (middle)
and the free concentration of the activator (x f ) (bottom) during one cell generation (one cycle) in
the synchronous model. The total plasmid concentration (the sum of all plasmid states) is shown
with a grey solid line and the concentration of initiation proficient plasmids (yr) is shown with a
black solid line. Initiation synchrony increases from the left figures to the right figures by varying
KI (the dissociation constant for activator binding to the origin) and KD (the dissociation constant
for activator binding to the binding site outside the origin). The width of the peak of the normalized
replication initiation rate at 0.5, τhmw, (middle figures) is in (A) 103.3 s, in (B) 27.1 s and in (C)
7.5 s. The corresponding sensitivity amplification factor

∣∣ArI ,y
∣∣ at steady state in the asynchronous

model for the same set of parameter values is in (A)
∣∣ArI ,y

∣∣ = 34.5, in (B)
∣∣ArI ,y

∣∣ = 71.1 and in
(C)

∣∣ArI ,y
∣∣ = 2286.8. The inserted middle figure in (C) is a blow up of the peak of the replication

initiation rate and shows that at a high initiation synchrony close to the lower limit of τhmw (here
τhmw ≈ ln 2/0.1 ≈ 6.93, Fig. 3b), the time τhmw is determined by the exponential decrease of yr at
rate kImax

in the asynchronous model) the width τhmw decreases in the synchronous model.
For a fixed value of nI and kImax, rI is turned on momentarily when the ratios N/KI

and KI /KD simultaneously approaches infinity. The product N ·y is the maximal con-
centration of activators that can bind to BS, the binding site outside the origin, and
KI determines at what free concentrations of the activator replication initiates. For
an approximately unchanged value of the plasmid concentration and of the total ac-
tivator concentration, an increasing N/KI ratio means that the concentration of free
activator required to initiate replication decreases in relation to the concentration
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of activators bound to the binding site (BS) outside the origin, which decreases the
time, following saturation of BS, for free activators to reach the concentration at
which they trigger replication. In addition, a high KI /KD ratio separates the activator
binding to BS from the activator binding to the origin, i.e. no plasmids initiate repli-
cation (no activators bind to the origin) until BS is saturated by activators. Without
interference by activator binding to BS, the free activator concentration increases
faster and results in a high and well-defined peak of the free concentration of activa-
tors at initiation (Fig. 6, bottom figures). The degree of origin activation, rI , reaches
its maximal value (rI = 1) so that initiation of replication takes place with its maxi-
mal rate, kImax. Thus, when the N/KI and KI /KD ratios simultaneously increase ((41),
x f is defined by KI), corresponding to increasing values of

∣∣ArI ,y
∣∣ by increasing fac-

tor f2 (39) in the asynchronous model, the width τhmw decreases in the synchronous
model. The value of τhmw is uniquely defined by the N/KI and KI /KD ratios and is
independent of the absolute values of N, KD and KI . Therefore, there is a one-to-one
relation between

∣∣ArI ,y
∣∣ and τhmw (Fig. 7).

When rI increases momentarily, τhmw is determined by the rate it takes the plas-
mids in state yr to initiate at maximal speed

dyr (t)
dt

= −kImax · yr and yr (t) = yrmax · e−kImax·t , (46)

where yrmax is the maximal value of the concentration of plasmids capable of ini-
tiating replication during a cycle. In the limit when rI is maximized momentarily
(tmaxrI → 0) along with a fixed finite value of kImax, a lower limit of τhmw is found

lim
tmaxrI→0

τhmw ≈ ln2
kImax

. (47)

which is why τhmw approaches a lower limit in Fig. 3b and 4b where kImax is fixed
but not in Fig. 2b where kImax is monotonously increasing.

Fig. 7 The width, τhmw, of the
replication rate, kImax · rI · yr ,
at half its maximal value at
initiation in the synchronous
model as a function of the sen-
sitivity amplification factor∣∣ArI ,y

∣∣ at steady state in the
asynchronous model when the
factor f2 is varied as described
in the text. The broken line
marks the lower limit of τhmw

101 102 103 104
100

101

102

103

τ h
m

w
 (

s)

|ArI,y
| at steady state



210 K. Nilsson and M. Ehrenberg

3 Conclusions

3.1 Relevance of the Analysis for Chromosomal
Replication Control

We have presented a novel mechanism for the control of initiation of replication that
resolves the auto-regulation sequestration paradox, i.e. how a molecule sequestered
by binding to DNA may at the same time accurately regulate its own synthesis [6].
The novel control circuit contains an activator molecule and an activator titrating
binding site outside the origin. The activator binds to the origin and triggers initi-
ation of replication after saturation of the binding site outside the origin. Activa-
tors are converted into unstable inhibitors by a high rate and the inhibitors regu-
late activator synthesis. The free activator concentration does not represent the total
activator concentration due to sequestration of activators to the binding site. There-
fore, the free activator concentration cannot regulate activator synthesis accurately –
the so-called auto-regulation sequestration paradox. However, the rapid conversion
of activators into inhibitors creates proportionality between activator and inhibitor
concentration and allows the inhibitor concentration to accurately control the total
concentration of the activator which elegantly solves the auto-regulation paradox.

We analysed the novel mechanism for replication control in the context of an
asynchronous and a synchronous plasmid model. The analysis revealed that in the
asynchronous model the central sensitivity amplification factor,

∣∣ArI ,y
∣∣, that mea-

sures how sensitively the replication frequency per plasmid (kImax · rI) responds to
changes in plasmid concentration (y) at steady state can be divided into three fac-
tors. The first factor, factor f1 (36) is the product of the co-operativity factor for
activator binding to the origin, nI , and the degree of repression per origin,1−rI . The
value of rI is a function of kImax, the maximal rate of initiation of replication. Both
a high co-operativity factor and a high degree of origin repression (a high value of
kImax) have previously been recognized to increase sensitivity [7, 24, 34]. We also
found a new and to our knowledge previously not described factor which increases
sensitivity, characteristic for this type of control circuit, with one dominating bind-
ing site (BS) outside the origin which binds activator molecules with higher affinity
than activator binding to the origin. The second factor f2 (37) is a function of the
dissociation constant of activator binding (KD), the maximal concentration of acti-
vators that can bind to BS (N · y) and the free activator concentration (x f ) at steady
state. A high value of f2 is a function of a high N · y/KD ratio and corresponds to
high N/KI and KI /KD ratios ((39) and (41), x f is defined by KI). The third factor,
factor f3 (38), is a degenerative factor. It results from the regulation of the activator
synthesis rate with finite sensitivity. With a perfect regulation, resulting in a truly
constant total activator concentration (xt), f3 attains its maximal value of 1 and only
factors f1 and f2 determine the value of

∣∣ArI ,y
∣∣.

A high-sensitivity amplification factor,
∣∣ArI ,y

∣∣, in the asynchronous model corre-
sponds to a high initiation synchrony, measured as the width, τhmw, of the replica-
tion rate, kImax ·rI ·yr, at half its maximal value, in the synchronous model. Thus, the
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same parameters that create a sensitive response in replication frequency to changes
in plasmid concentration (a high

∣∣ArI ,y
∣∣) in the asynchronous model create initiation

synchrony (a low τhmw) in the synchronous model (Figs. 2–4). A too low value of∣∣ArI ,y
∣∣ corresponds to asynchronous initiations of replication also in the synchronous

model (Fig. 5). The width, τhmw, decreases by the rate the degree of origin activa-
tion, rI , is turned on and by the rate of maximal initiation of replication, kImax. A
high co-operativity factor nI switches on rI to its maximal value within a narrow
range of concentrations of free activator x f . In addition, a high N/KI ratio, at which
the concentration of free activator required to initiate replication is low in relation
to the concentration of activators bound to BS outside the origin, and a high KI /KD

ratio, that separates activator binding to BS from activator binding to the origin,
decreases the time for the free activator to reach the concentration that triggers initi-
ation of replication. High N/KI and KI /KD ratios correspond to a high factor f2 in the
asynchronous model (39 and 41), where x f is determined by KI . In the limit when
rI increases momentarily, the width τhmw is solely determined by the finite value of
kImax, τhmw ≈ ln 2/kImax ((47), Fig. 6c (middle)).

The inspiration of the novel regulatory mechanism comes from the molecular
set-up of the regulation of initiation of chromosome replication in the bacterium
E. coli. The idea of presenting the novel mechanism of replication control in the
context of plasmid control was to illustrate principles in a simple fashion, relevant
for both types of replication control, plasmids as well as chromosomes, and to relate
the analysis to the previous analysis of inhibitor-dilution regulated plasmids [7]. The
novel regulatory mechanism behaves similarly for plasmids and the chromosome. In
both cases, the dominating cluster of activator binding sites (BS) outside oriC reg-
ulates the oriC concentration, i.e. too high concentration of oriC (and BS) reduces
the free activator concentration and vice versa.

The major difference between chromosomal and plasmid replication control not
accounted for in the synchronous plasmid model is that the chromosomal gene ex-
pression and synthesis rate of an activator is not proportional to the origin concen-
tration but instead expected to be approximately invariant at a given growth rate
[27]. With a constant activator synthesis rate, independent of the origin concentra-
tion of the chromosome, a control circuit of replication initiation may solely con-
sist of a constitutive, unregulated synthesis of an activator that initiates replication
by binding to the origin [27]. If, on the other hand, the activator synthesis rate is
proportional to the origin concentration as for plasmids, constitutive synthesis of
an activator would result in inadequate replication control manifested as run-away
replication. However, here activator synthesis is regulated, which makes the differ-
ence in constant versus proportional gene expression unimportant. Thus, the factors
important for creating initiation synchrony of plasmid replication are also impor-
tant for creating initiation synchrony of chromosomal replication. Translated into
the terminology of E. coli, initiation synchrony is expected to be a function of both
the values of the dissociation constants of DnaA-ATP binding to oriC (KI) and to
the datA locus (KD) as well as co-operative binding of DnaA-ATP to the origin
(nI), and the rate replication is triggered once DnaA-ATP is bound (kImax). A con-
sequence of an increasing initiation synchrony is that the datA locus, the dominating
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binding site, can be positioned closer to the origin without disrupting synchronous
initiations of replication.

In the synchronous plasmid model the inhibitor (the inactive form of the ac-
tivator) was continuously synthesized and actively degraded by a high rate. This
scenario is distinct from what is known about DnaA-ADP, the inactive form of the
activator of chromosomal replication in E. coli, where DnaA-ADP is stable and pro-
duced by the conversion of DNA-bound activators (activators in the active form),
DnaA-ATP, as the DNA molecule becomes replicated, in particular the datA locus
[11]. Still, conversion of an approximately fixed number of activators molecules in
every round of replication into their inactive form also solves the auto-regulation
sequestration paradox. With one dominating binding site, most of the DnaA-ATP
molecules are expected to be DNA-bound at the datA locus and thus the number
of converted DnaA-ATPs at the datA loci approximates the total number of DnaA-
ATP molecules in the cell at the initiation of replication. The free concentration of
DnaA-ADP in the cell will then reflect the flow of DnaA-ATP to DnaA-ADP, pro-
portional to the total DnaA-ATP concentration and the dilution of DnaA-ADP by
volume growth and the synthesis rate of active activators, DnaA-ATP, can be regu-
lated adequately.
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Activity-Dependent Model
for Neuronal Avalanches

L. de Arcangelis

Abstract Networks of living neurons represent one of the most fascinating systems
of modern biology. If the physical and chemical mechanisms at the basis of the
functioning of a single neuron are quite well understood, the collective behavior
of a system of many neurons is an extremely intriguing subject. Crucial ingredient
of this complex behavior is the plasticity property of the network, namely the ca-
pacity to adapt and evolve depending on the level of activity. This plastic ability is
believed, nowadays, to be at the basis of learning and memory in real brains. This
fundamental problem in neurobiology has recently shown a number of features in
common to other complex systems. These features mainly concern the morphology
of the network, namely the spatial organization of the established connections, and
a novel kind of neuronal activity. Experimental data have, in fact, shown that elec-
trical information propagates in a cortex slice via an avalanche mode. Both features
have been found in other problems in the context of the physics of complex systems
and successful models have been developed to describe their behavior. In this contri-
bution, we apply a statistical mechanical model to describe the complex activity in
a neuronal network. The network is chosen to have a number of connections in long
range, as found for neurons in vitro. The model implements the main physiological
properties of living neurons and is able to reproduce recent experimental results.
The numerical power spectra for electrical activity reproduces also the power law
behavior measured in an EEG of man resting with the eyes closed.

1 Introduction

Cortical networks exhibit diverse patters of activity, including oscillations, syn-
chrony and waves. During neuronal activity, each neuron can receive inputs by thou-
sands of other neurons and, when it reaches a threshold, redistributes this integrated
activity back to the neuronal network. Recently, it has been shown that another mode
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of activity is neuronal avalanches, with a dynamics similar to self-organized criti-
cality (SOC ) [1, 2, 3, 4], observed in organotypic cultures from coronal slices of rat
cortex [5] where neuronal avalanches are stable for many hours [6]. The term SOC
usually refers to a mechanism of slow energy accumulation and fast energy redistri-
bution driving the system toward a critical state, where the distribution of avalanche
sizes is a power law obtained without fine tuning: no tunable parameter is present in
the model. The simplicity of the mechanism at the basis of SOC has suggested that
many physical and biological phenomena characterized by power laws in the size
distribution represent natural realizations of the SOC idea. For instance, SOC has
been proposed to model earthquakes [7, 8], the evolution of biological systems [9],
solar flare occurrence [10], fluctuations in confined plasma [11] snow avalanches
[12], and rain fall [13].

In order to monitor neural activities, different time series are usually analyzed
through power spectra and generally power-law decay is observed. A large number
of time series analyses have been performed on medical data that are directly or indi-
rectly related to brain activity. Prominent examples are EEG data which are used by
neurologists to discern sleep phases, diagnose epilepsy, and other seizure disorders
as well as brain damage and disease [14, 15]. However, the interpretation of physio-
logical mechanisms at the basis of EEG measurements is still controversial. Another
example of a physiological function which can be monitored by time series analysis
is the human gait which is controlled by the brain [16]. For all these time series the
power spectrum, i.e. the square of the amplitude of the Fourier transformation dou-
ble logarithmically plotted against frequency, generally features a power law at least
over one or two orders of magnitude with exponents between 1 and 0.7. Moreover,
experimental results show that neurotransmitter secretion rate exhibits fluctuations
with time power law behavior [17] and power laws are observed in fluctuations of
extended excitable systems driven by stochastic fluctuations [18].

Here we discuss a model based on SOC ideas, taking into account synaptic plas-
ticity in a neural network [19]. With this model we analyze the time signal for elec-
trical activity and compare the power spectra with EEG data. Plasticity is one of
the most astonishing properties of the brain, occurring mostly during development
and learning [20, 21, 22], and can be defined as the ability to modify the structural
and functional properties of synapses. In the mammalian central nervous system,
the refinement of neuronal connections is thought to occur during “critical periods”
of early postnatal life, when circuits are particularly susceptible to electrical activ-
ity triggered by external sensory inputs. Modifications in the strength of synapses
are thought to underlie memory and learning. Among the postulated mechanisms
of synaptic plasticity, the activity dependent Hebbian plasticity constitutes the most
fully developed and influential model of how information is stored in neural circuits
[23, 24, 25, 26]. A large variety of models for brain activity has been proposed,
based, for instance, on the convolution of oscillators [27] or stochastic waiting times
[28]. They are essentially abstract representations on a mesoscopic scale, but none of
them is based on the behavior of a neural network itself. In order to get real insights
on the relation between time series and the microscopic, i.e. cellular, interactions
inside a neural network, it is necessary to identify the basic ingredients of the brain
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activity possibly responsible for characteristic scale-free behavior observed through
the spectrum power law. This insight is the basis for any further understanding of the
diverse additional features that are observed and interpreted by practitioners that an-
alyze these time series for diagnosis. Therefore the formulation of a brain model that
yields the correct power spectrum is of crucial importance for any further progress
in the understanding of the living brain.

2 Neurons, Synapses, and Hebbian Plasticity

In the early twentieth century, the first generation of “modern” neurobiologists had
difficulty in interpreting the cellular nature of the nervous system, since this exhibits
an extraordinary complexity [29] with respect to other tissues. The Spanish neuro-
anatomist Ramón y Cajal first argued that nerve cells are discrete entities, which
communicate with each other by means of specialized contacts, successively named
“synapses.” Interestingly, Cajal came to his conclusions by light microscopic exami-
nations of nervous tissue stained with silver salts, according to a method introduced
by Camillo Golgi, an Italian neuropathologist. Golgi was instead in favour of the
“reticular theory,” viewing the nervous system as a continuous nerve cell network
or “reticulum.” Surprisingly, Golgi and Cajal were jointly recognized by the award
of the Nobel Prize for Medicine in 1906, even if they were supporting opposite
interpretations for the organization of the nervous system. The advent of electron
microscopy in the 1950s finally established that nerve cells are indeed functionally
independent units, as first understood by Cajal.

It is now widely accepted that cells in the nervous system can be divided into two
categories: neurons and a variety of supporting cells, as neurological cells. Neurons
are specialized for electrical signaling over long distances, whereas supporting cells
are not capable of electrical signaling, despite having an important role in signal
transmission. The human brain is estimated to contain 100 billion neurons and sev-
eral times as many supporting cells. The interconnection of nerve cells via synapses
forms an intricate network, which is the foundation on which sensory processes,
perception, and behavior are built (Fig. 1).

Each neuron is made of a cell body from which arise one axon and an even-
tually elaborate arborization of dendrites. These receive inputs from other neurons
and represent the most salient morphological feature of nerve cells. Indeed, there
exist not only nerve cells that are connected to just one or few other neurons but
also neurons connected up to 100,000 other neurons. In fact, the dendrites and the
cell body are the major sites for synaptic terminals made by the axonal endings of
other neurons. The axon is a unique extension from the cell body that may travel
a few hundred micrometers or much farther, depending on the type of neuron. For
instance, the axons running from the human spinal cord to the foot are about a meter
long. The axonal mechanism that carries signals over such distances is called “ac-
tion potential,” a self-regenerating wave of electrical activity that propagates from
the cell body to the axon terminal ending with a set of presynaptic buttons. The
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Fig. 1 Network of embryonic rat fore-brain neurons and synapses cultured in vitro. Courtesy of
Carla Perrone Capano

synaptic terminal is a special secretory apparatus, where typically a presynaptic ter-
minal is adjacent to a postsynaptic specialization of the contacted neuron, with no
physical continuity. Indeed, the two terminals communicate via secretion of neuro-
transmitters from the presynaptic terminal that bind to receptors in the postsynaptic
specialization. The secretion is triggered by the arrival of the action potential to the
presynaptic terminal.

The fundamental purpose of neurons is to integrate information from other neu-
rons. The number of inputs is therefore an important determinant of neuronal func-
tion. The integrated information is sent out through the axon to synaptic connections
with other neurons. The action potential is a signal of the kind “all or none”: The
membrane resting potential of a neuron is generally −70 mV; if the integrated in-
puts bring the potential to a threshold value of about −55 mV, the action potential is
triggered and, as a consequence, the membrane potential is depolarized. The action
potential is a signal of about 100 mV in amplitude and 1−3 ms in duration. It travels
along the axon by means of the successive openings and closings of the Na+ and
K+ voltage gated channels, which allow transverse ion flow through the axon mem-
brane. After the activation of ion channels, a certain time is needed to reset these
channels to the resting state. This time interval is the “refractory period,” during
which the channels are inactive, i.e. they cannot be opened even in the presence of a
stimulus over the threshold. During the refractory period the neuron is unable to an-
swer to any stimulus, regardless its intensity, and therefore another action potential
is impossible to elicit. The refractoriness of the membrane in the wake of the action
potential explains why action potentials do not propagate back toward the point of
their initiation as they travel along the axon.

The arrival of the action potential at the presynaptic buttons gives rise to synaptic
transmission usually via chemical synapses, the most common in the nervous system
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(another type, electrical synapse, is less frequent). In the typical chemical synapse,
the arrival of the action potential in the presynaptic terminal opens the voltage gated
Ca2+ channels, leading to the influx of Ca2+ ions. These cause the vesicles contain-
ing neurotransmitter to fuse with the presynaptic membrane. The neurotransmitter
is then released into the synaptic cleft and can bind to receptor molecules in the
postsynaptic membrane, opening postsynaptic ion channels. Depending on the neu-
rotransmitter (e.g., glutamate or GABA) and the receptor to which it binds, different
ion channels will be opened driving the postsynaptic membrane potential closer or
farther with respect to the threshold potential. Neurotransmitters can then have an
excitatory or inhibitory effect (glutamate and GABA respectively) depending on the
resulting variation of the postsynaptic membrane potential.

In 1949 Donald Hebb first proposed that the strength of a synaptic connection
depends on the activity of the connection itself [23]. He stated his postulate: “When
an axon of cell A is near enough to excite a cell B and repeatedly or persistently
takes part in firing it, some growth process or metabolic change takes place in one
or both cells such that A’s efficiency, as one of the cell firing B, is increased.” This
strengthening has its counterpart in the complement postulate stating that if a neuron
A repeatedly fails to excite neuron B, the strength of the connection is decreased.
The pioneering work of Hebb was confirmed only about 20 years later by the recog-
nition of the long term potentiation (LTP) and long term depression (LTD). These
mechanisms can be induced in vivo by the application of high frequency (100 Hz
for 1 min) for LTP, or a low frequency (1–5 Hz for 5–10 min) stimulation for LTD,
producing permanent plastic modifications. LTP and LTD are generally accepted as
a paradigmatic example of Hebbian plasticity on the basis of memory and learning.

3 Neural Avalanches and Networks: Experimental Results

During neuronal activity, each neuron can receive inputs by thousands of other neu-
rons and, when it reaches a threshold, redistributes this integrated activity back to the
neuronal network. Recently, a neuronal activity based on avalanches has been ob-
served in organotypic cultures from coronal slices of rat cortex [5] where neuronal
avalanches are stable for many hours [6]. More precisely, recording spontaneous
local potentials continuously by a multielectrode array has shown that activity ini-
tiated at one electrode might spread to other electrodes not necessarily contiguous,
as in a wave-like propagation. Cortical slices are then found to exhibit a new form
of activity, producing several avalanches per hour of different duration, in which
non-synchronous activity is spread over space and time. By analyzing the size and
duration of neuronal avalanches, the probability distribution reveals a power law be-
havior, suggesting that the cortical network operates in a critical state. The experi-
mental data indicate for the avalanche size distribution a slope varying between −1.2
and −1.9, depending on the accuracy of the time-binning procedure, with a value
−1.5 for optimal experimental conditions. Interestingly, the power-law behavior is
destroyed when the excitability of the system is increased, contrary to what was
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expected, since the incidence of large avalanches should decrease the power law ex-
ponent. The distribution then becomes bimodal, i.e. dominated by either very small
or very large avalanches as in epileptic tissue. The power law behavior is therefore
the indication of an optimal excitability in the system’s spontaneous activity. These
results have been interpreted relating spontaneous activity in a cortical network to
a critical branching process [30]; indeed the experimental branching parameter is
very close to the critical value equal to one, at which avalanches at all scales exist.
Neuronal network simulations with global coupling and static synapses show, for
the conservative case, similar values of the scaling exponent [31].

In real brain neurons are known to be able to develop an extremely high number
of connections with other neurons, i.e. a single cell body may receive inputs from
even a hundred thousand presynaptic neurons. One of the most fascinating questions
is how an ensemble of living neurons self-organizes, developing connections to give
origin to a highly complex system. The dynamics underlying this process should be
driven by both the aim of realizing a well-connected network leading to efficient
information transmission and the energetic cost of establishing very long connec-
tions. The morphological characterization of a neuronal network grown in vitro has
been studied [32] by monitoring the development of neurites in an ensemble of few
hundred neurons from the frontal ganglion of adult locusts. After few days the cul-
tured neurons have developed an elaborated network with hundreds of connections,
whose morphology and topology has been analyzed by mapping it onto a connected
graph. The short path length and the high clustering coefficient measured indicate
that the network belongs to the category of small-world networks [33], interpolating
between regular and random networks.

4 The Model

In order to formulate a new model to study neuronal activity, we have introduced
[19] within a SOC approach the three most important ingredients, namely threshold
firing, neuron refractory period, and activity-dependent synaptic plasticity. We con-
sider a simple square lattice of size L×L on which each site represents the cell body
of a neuron, each bond a synapse. Therefore, on each site we have a potential vi and
on each bond a conductance gi j. Whenever at time t the value of the potential at a
site i is above a certain threshold vi ≥ vmax, approximately equal to −55 mV for the
real brain, the neuron fires, i.e. generates an “action potential,” distributing charges
to its connected neighbors in proportion to the current flowing through each bond

v j(t +1) = v j(t)+ vi(t)
ii j(t)

∑k iik(t)
(1)

where v j(t) is the potential at time t of site j, nearest neighbor of site i, ii j = gi j(vi−
v j), and the sum is extended to all nearest neighbors k of site i that are at a potential
vk < vi. After firing a neuron is set to a zero-resting potential. The conductances are
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initially all set equal to unity whereas the neuron potentials are uniformly distributed
random numbers between vmax−2 and vmax−1. The potential is fixed to zero at top
and bottom whereas periodic boundaries are imposed in the other direction.

The external stimulus is imposed either at one input site in the center of the
lattice or at random in the system, this last choice more closely modeling brain
spontaneous activity. The electrical activity is monitored as a function of time by
measuring the total current flowing in the system. The firing rate of real neurons is
limited by the refractory period, i.e. the brief period after the generation of an action
potential during which a second action potential is difficult or impossible to elicit.
The practical implication of refractory periods is that the action potential does not
propagate back toward the initiation point and therefore is not allowed to reverberate
between the cell body and the synapse. In our model, once a neuron fires, it remains
quiescent for one time step and it is therefore unable to accept charge from firing
neighbors. This ingredient indeed turns out to be crucial for a controlled functioning
of our numerical model. In this way, an avalanche of charges can propagate far from
the input through the system.

As soon as a site is at or above threshold vmax at a given time t, it fires according
to (1), then the conductance of all the bonds, connecting to active neurons and that
have carried a current, is increased in the following way

gi j(t +1) = gi j(t)+δgi j(t) (2)

where δgi j(t) = kαii j(t), with α being a dimensionless parameter and k a unit
constant bearing the dimension of an inverse potential. After applying (2) the time
variable of our simulation is increased by one unit. Equation (2) describes the mech-
anism of increase of synaptic strength, tuned by the parameter α . This parameter
then represents the ensemble of all possible physiological factors influencing synap-
tic plasticity, many of which are not yet fully understood.

Once an avalanche of firings comes to an end, the conductance of all the bonds
with non-zero conductance is reduced by the average conductance increase per
bond:

Δg = ∑
i j,t

δgi j(t)/Nb (3)

where Nb is the number of bonds with non-zero conductance. The quantity Δg de-
pends on α and on the response of the brain to a given stimulus. In this way, our
electrical network “memorizes” the most used paths of discharge by increasing their
conductance, whereas the less used synapses atrophy. Once the conductance of a
bond is below an assigned small value σt , we remove it, i.e. set it equal to zero,
which corresponds to what is known as pruning. This remodeling of synapses mim-
ics the fine tuning of wiring that occurs during “critical periods” in the developing
brain, when neuronal activity can modify the synaptic circuitry, once the basic pat-
terns of brain wiring are established [21]. These mechanisms correspond to a Heb-
bian form of activity-dependent plasticity, where the conjunction of activity at the
presynaptic and postsynaptic neuron modulates the efficiency of the synapse [26].
To insure the stable functioning of neural circuits, both strengthening and weakening
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rule of Hebbian synapses are necessary to avoid instabilities due to positive feed-
back [41]. However, differently from the well-known LTP and LTD mechanisms, in
our model the modulation of synaptic strength does not depend on the frequency of
synapse activation [20, 42, 43]. It should also be considered that in the living brain
synapses exhibiting plasticity are not electrical but chemical. For instance, Hebbian
plasticity at excitatory synapses is classically mediated by postsynaptic calcium-
dependent mechanisms [34]. In our approach, the excitability of the postsynaptic
neuron is simply modulated by the value of the electrical potential.

5 Pruning and Neuronal Avalanches

The external driving mechanism to the system is imposed by setting the potential of
the input site to the value vmax, corresponding to one stimulus. This external stimu-
lus is needed to keep functioning the system and therefore mimics the living brain
activity. We let the discharge evolve until no further firing occurs, then we apply
the next stimulus. Figure 2 shows the electrical signal as a function of time: the
total current flowing in the system is recorded in time during a sequence of succes-
sive avalanches. As defined above, the time unit corresponds to the time necessary
to propagate the signal from a neuron to the next nearest neighbors. Data show
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Fig. 2 Total current flowing in one square lattice configuration (L = 1000, α = 0.03, σt = 0.0001,
vmax = 6) as function of time in a sequence of several thousand stimuli
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that discharges of all sizes are present in the brain response, as in self-organized
criticality where the avalanche size distribution scales as a power law [5, 35]1.

The strength of the parameter α , controlling both the increase and the decrease
of synaptic strength, determines the plasticity dynamics in the network. In fact, the
more the system learns strengthening the used synapses , the more the unused con-
nections will weaken. The number of pruned bonds in the system as function of
time indicates that, for large values of α the system strengthens more intensively
the synapses carrying current but also very rapidly prunes the less used connec-
tions, reaching after a short transient a plateau where it prunes very few bonds. On
the contrary, for small values of α the system takes more time to initiate the pruning
process and slowly reaches a plateau (Fig. 3). The inset of Fig. 3 shows the asymp-
totic value of the fraction of active bonds, calculated as the total number of bonds
in the unpruned network minus the asymptotic number of pruned bonds, as function
of α . The number of active (non-pruned) bonds asymptotically reaches its largest
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Fig. 3 The average number of pruned bonds Npb as function of time in a lattice of linear size
L = 100 for different values of α . The value of the parameters is σt = 0.0001 and vmax = 6. In the
inset we show the asymptotic value of the percentage of active bonds as function of α

1 The total current shows a pattern reminiscent of spontaneously occuring neuronal oscillations
observed in developmental central nervous system networks, such as the so-called “giant depolar-
izing potentials,” network-driven synaptic events observed in the immature hippocampus, when all
circuits are excitatory.
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value at the value α = 0.03. This could be interpreted as an optimal value for the
system with respect to plastic adaptation.

Since each avalanche may trigger the activity of a high number of neurons, large
currents flow through the system; therefore after Np stimuli the network is no longer
a simple square lattice due to pruning, but exhibits a ladder-like pattern with few
lateral connections. This complex structure constitutes the first approximation to a
trained brain, on which measurements are performed. These consist of a new se-
quence of stimuli at the input site, by setting the voltage at threshold, during which
we measure the number of firing neurons as function of time. This quantity corre-
sponds to the total current flowing in a discharge measured by the electromagnetic
signal of the EEG. We have evaluated the size distribution of neural avalanches,
i.e. the total number of neurons involved in the propagation of each stimulus. This
distribution exhibits power-law behavior, with an exponent equal to 1.2±0.1, quite
stable with respect to parameters (Fig. 4). We have also simulated the brain dynam-
ics on a square lattice with a small fraction of bonds, from 0 to 10%, rewired to
long-range connections corresponding to a small-world network [32, 33, 36], which
more realistically reproduces the connections in the real brain. Figure 4 shows the
size distribution scaling with an exponent 1.2± 0.1 for a system with 1% rewired
bonds and a different set of parameters, α , Np, and vmax. Conversely, for the input
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Fig. 4 Log-log plot of the distribution of avalanche size n(s) (L = 1000, α = 0.03 and 0.08, Np =
10, vmax = 6) for the square lattice (lines) and the small world lattice (*, L = 1000, α = 0.05,
Np = 1000, vmax = 8) with 1% rewired bonds. The data are averaged over 10,000 stimuli in 10
different configurations and the stimulus is applied at the central site. The dashed line has a slope
1.2. For α = 0.3 and random input site the slope is 1.5
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Fig. 5 Log-log plot of the distribution of avalanche size n(s) (L = 1000, α = 0.03, Np = 10,
vmax = 6) for the square lattice and different probability of inhibitory synapses pin. The data are
averaged over 10,000 stimuli in 10 different configurations. For pin > 20% the scaling behavior is
lost

site chosen at random in the system, the scaling exponent changes and becomes
1.5± 0.1 (Fig. 4) in agreement with the experimental value found for spontaneous
activity [5].

In the mature living brain, synapses can be excitatory or inhibitory, namely they
set the potential of the postsynaptic membrane to a level closer or farther, respec-
tively, to the firing threshold. We have introduced in our model this ingredient: each
synapse is inhibitory with probability pin and excitatory with probability 1− pin.
The size distribution (Fig. 5) exhibits power-law behavior for densities of inhibitory
synapses up to 10%, whereas the scaling behavior is lost for higher densities.

6 Power Spectra

In order to compare with medical data, we calculate the power spectrum of the re-
sulting time series, i.e. the square of the amplitude of the Fourier transform as func-
tion of frequency. The average power spectrum as function of frequency is shown in
a log-log-plot with the parameters α = 0.03, Np = 10, σt = 0.0001, vmax = 6 and a
lattice of size L = 1000 (Fig. 6). We see that it exhibits a power-law behavior with
the exponent 0.8± 0.1 over more than three orders of magnitude. This is the same
value for the exponent found generically on medical EEG power spectra [37, 38].
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Fig. 6 Power spectra for experimental data and numerical data (L = 1000, α = 0.03, Np = 10,
vmax = 6) for the square lattice (middle line) and the small world lattice (bottom line, L = 1000,
α = 0.05, Np = 1000, vmax = 8) with 1% rewired bonds. The experimental data (top line) are from
[38] and frequency is in Hz. The numerical data are averaged over 10,000 stimuli in 10 different
network configurations. The dashed line has a slope 0.8

We also show in Fig. 6 the magnetoelectroencephalography (similar to EEG ) ob-
tained from channel 17 in the left hemisphere of a male subject resting with his eyes
closed, as measured in [38], having the exponent 0.795.

We have checked that the value of the exponent is stable against changes of the
parameters α , vmax, σt , and Np, and also for random initial bond conductances.
Moreover, the scaling behavior remains unchanged if the input site is placed at ran-
dom in the system at each stimulus. For α = 0 the frequency range of validity of
the power law decreases by more than an order of magnitude. Figure 6 also shows
the power spectrum for a small-world network with 1% rewired bonds and a differ-
ent set of parameters, α , Np, and vmax: the spectrum has some deviations from the
power law at small frequencies and tends to the same universal scaling behavior at
larger frequencies over two orders of magnitude. The same behavior is found for a
larger fraction of rewired bonds.

The scaling behavior of the power spectrum can be interpreted in terms of a
stochastic process determined by multiple random inputs [39]. In fact, the output
signal resulting from different and uncorrelated superimposed processes is charac-
terized by a power spectrum with power-law behavior and a crossover to white noise
at low frequencies. The crossover frequency is related to the inverse of the longest
characteristic time among the superimposed processes. The value of the scaling ex-
ponent depends on the ratio of the relative effect of a process of given frequency on
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the output with respect to other processes. 1/ f noise corresponds to a superposition
of processes of different frequency having all the same relative effect on the output
signal. In our case the scaling exponent is smaller than unity, suggesting that pro-
cesses with high characteristic frequency are more relevant than processes with low
frequency in the superposition [39].

In real systems, neurons may have a leakage, namely the potential decays expo-
nentially in time with a relaxation time τ , i.e. dv(t)

dt =−γv(t), with γ = 1/τ . Leakage
has been considered in our model and the same scaling behavior has been recov-
ered (Fig. 7). However, for τ ≤ 10 (i.e., for stronger leaking), the low frequency
part of the spectrum appears to be frequency independent and the scaling regime
is recovered at high frequencies with an exponent in agreement with the previous
results.

We have also studied the power spectrum for a range of value of pin. For a den-
sity up to 10% of inhibitory synapses, the same power-law behavior is recovered
within error bars (Fig. 8). For increasing density, the scaling behavior is progres-
sively lost and the spectrum develops a complex multi-peak structure for pin = 0.5.
These results suggest that the balance between excitatory and inhibitory synapses
has a crucial role on the overall behavior of the network, similarly to what can occur
in some severe neurological and psychiatric disorders [40].
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Fig. 7 Power spectra for numerical data (square lattice L = 1000, α = 0.03, Np = 10, vmax = 6)
for the case of leaky neurons with two different values of γ . Data are averaged over 10,000 stimuli
at the central site in 10 different network configurations
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Fig. 8 Power spectra for numerical data (square lattice L = 1000, α = 0.03, Np = 10, vmax = 6)
for different values of the probability of inhibitory synapses pin. Data are averaged over 10,000
stimuli at the central site in 10 different network configurations

7 Conclusions

Extensive simulations have been presented for a novel activity-dependent brain
model implemented on regular and small-world lattices. The results are compared
with experimental data. An interesting result is that an optimal value of the plastic-
ity strength α exists with respect to the pruning process that optimizes information
transmission. Moreover, the avalanche size distribution shows a power-law behav-
ior with an exponent 1.5±0.1 for random input site. This value is compatible with
1.5±0.4, experimentally found for neuronal avalanches.

The stability of the spectrum exponent suggests that an universal scaling char-
acterizes a large class of brain models and physiological signal spectra for brain-
controlled activities. Medical studies of EEG focus on subtle details of a power
spectrum (e.g., shift in peaks) to discern between various pathologies. These de-
tailed structures however live on a background power-law spectrum that shows uni-
versally an exponent of about 0.8, as measured for instance in [37] and [38]. A
similar exponent was also detected in the spectral analysis of the stride-to-stride
fluctuations in the normal human gait which can directly be related to neurological
activity [16]. The discussed model is based on SOC ideas: the threshold dynamics
insures time-scale separation (slow external drive and fast internal relaxation). This
dynamics leads to criticality and therefore power-law behavior [2]. However, the
new ingredients of the model, namely the plasticity of the synapses, may be at the
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origin of the new observed exponent. This work may open new perspectives to study
pathological features of EEG spectra by including further realistic details into the
neuron and synapses behavior.
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